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ABSTRACT Over the last decade, society and industries have undergone rapid digitization that is expected
to lead to the evolution of the cyber-physical continuum. End-to-end deterministic communications infras-
tructure is the essential glue that will bridge the digital and physical worlds of the continuum. We describe
the state of the art and open challenges with respect to contemporary deterministic communications and
compute technologies—3GPP 5G, IEEETime-Sensitive Networking, IETFDetNet, OPCUA aswell as edge
computing. While these technologies represent significant technological advancements towards networking
Cyber-Physical Systems (CPS), we argue in this paper that they rather represent a first generation of systems
that are still limited in different dimensions. In contrast, realizing future deterministic communications
systems requires, firstly, seamless convergence between these technologies and, secondly, scalability to
support heterogeneous (time-varying requirements) arising from diverse CPS applications. In addition,
future deterministic communication networks will have to provide such characteristics end-to-end, which
for CPS refers to the entire communication and computation loop, from sensors to actuators. In this paper,
we discuss the state of the art regarding the main challenges towards these goals: predictability, end-
to-end technology integration, end-to-end security, and scalable vertical application interfacing. We then
present our vision regarding viable approaches and technological enablers to overcome these four central
challenges. In particular, we argue that there is currently a window of opportunity to establish, through 6G
standardization, the foundations for a scalable and converged deterministic communications and compute
infrastructure. Key approaches to leverage in that regard are 6G system evolutions, wireless-friendly 6G
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integration with TSN and DetNet, novel end-to-end security approaches, efficient edge-cloud integrations, data-
driven approaches for stochastic characterization and prediction, as well as leveraging digital twins towards system
awareness.

INDEX TERMS 6G, URLLC, TSN, DetNet, wireless, machine learning, deterministic communication.

LIST OF ABBREVIATION
The following is a list of abbreviations with their full forms
that will be referred to later in the paper.

3GPP 3rd Generation Partnership Project.
AF Application Function.
AMF Access and Mobility Management.
API Application Programming Interface.
AVB Audio-Video Bridging.
CAPIF Common API Framework.
CBS Credit-based Shaper.
CG Configured Grants.
CNC Centralized Network Configuration.
CoMP Coordinated Multipoint Transmission.
CoMP Coordinated Multipoint Transmission.
CPS Cyber-Physical Systems.
CQF Cyclic Queueing Forwarding.
CUC Centralized User Configuration.
DetNet Deterministic Networking.
DoS Denial of Service.
DT Digital Twins.
eMBB Enhancement Mobile Broadband.
FLC Field-Level Communications.
FRER Frame Replication and Elimination for

Reliability.
GM Grandmaster.
gNB Next Generation NodeB.
GNSS Global Navigation Satellite System.
gPTP Generalized PTP.
HARQ Hybrid Automatic Repeat Request.
IETF Internet Engineering Task Force.
IIoT Industrial Internet of Things.
IoT Internet of Things.
ITU-T International Telecommunication Union

Telecommunication Standardization Sector.
JCS Joint Communication and Sensing.
KPI Key-Performance Indicator.
LTE Long-Term Evolution.
MAC Medium Access Layer.
MCS Modulation and Coding Scheme.
MEC Multi-access Edge Computing.
ML Machine Learning.
mTRP Multiple Transmission and Reception Points.
NF Network Function.
NPN Non-public Network.
NSA Non-Standalone.
OE Occupational Exoskeleton.
OPC UA Open Platform Communications Unified

Architecture.

PDU Packet Data Unit.
PDV Packet Delay Variation.
PLC Programmable Logic Controller.
PREOF Packet Replication, Elimination and Ordering

Function.
PSFP Per-stream Filtering and Policing.
PTP Precision Time Protocol.
QoS Quality of Service.
RAN Radio Access Network.
RIS Reconfigurable Intelligent Surface.
RRC Radio Resource Control.
SBA Service-based Architecture.
SDN Software Defined Networking.
SDO Standard Development Organization.
SEAL Service Enablement Architectural Layer.
SGT Secure Group Tags.
SIB System Information Block.
SINR Signal to Interference and Noise Ratio.
SLAM Simultaneous Localization and Sensing.
SMF Session Management Function.
TDD Time Division Duplexing.
TSC Time-Sensitive Communications.
TSN Time-Sensitive Networking.
TT TSN Translator.
TTI Transmission Time Interval.
UE User Equipment.
UPF User Plane Function.
VN Virtual Network.
XR Extended Reality.

I. INTRODUCTION
Over the last decade, state-of-the-art in communications, net-
working and IT infrastructures has seen a steeply increasing
interest in latency as – rediscovered – performance metric.
In the wireless communications community, the pinnacle of
this development has been the definition of Ultra-Reliable
Low Latency Communications (URLLC), as one of three
flavors of the 3GPP 5G mobile communications standard.
In parallel, originating from tight latency requirements in
Audio Video Bridging (AVB) applications, Time-Sensitive
Networking (TSN) has been emerging as a major, unifying
standard targeting Ethernet-based communications in vertical
sectors such as industrial automation and manufacturing with
stringent and deterministic latency constraints [1], [2], [3],
[4], [5]. In a complementary initiative, the Internet Engineer-
ing Task Force (IETF) Deterministic Networking (DetNet)
pursues similar goals but for L3-routed networks [6] and
L4S for L3 queueing latency and congestion response [7].
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Furthermore, with the advent of edge computing, the spatial
proximity of public/open compute services translates into
shortened access latencies, which is one of the main advan-
tages of edge computing over cloud computing [8]. Finally,
latency needs to be addressed not only in L2 and L3, but also
in transport and application layers L4-L7 and with regard to
security.

These developments have to a large extent been trig-
gered and motivated by use cases and stakeholders in the
industrial automation and manufacturing vertical. Over the
last 15 years, significant technical advances with respect to
the design and operation of cyber-physical systems, robot
systems as well as computer vision have incentivized the
industry to renew digitalization efforts on the shopfloor,
captured for instance in the concept of Industry 4.0 [9].
This, in turn, has enabled advanced manufacturing concepts
like flexible automation, associated with a steadily increas-
ing number of mobile systems on the shopfloor. 5G-based
URLLC wireless communications, TSN, DetNet as well
as edge computing systems cater to these needs. In addi-
tion, the automation community has been driving efforts
to support shopfloor digitalization at scale through middle-
ware standards like Open Platform Communications Unified
Architecture (OPC UA). As of today, commercial systems
based on all these standards have already found their way
into industrial practice, mostly within small-scale scenarios
embedded into controllable environments.

This application scale today is in contrast to the original
ambitions at the beginning of 5G standardization, and cer-
tainly in contrast to the continuous transformation of society
and industries by digitization. For instance, digital twins are
seen today as an essential part of future Cyber-Physical Sys-
tems (CPSs) which nevertheless call for a stronger integration
of physical and computational resources in order to keep the
digital twin up-to-date while being able to leverage its data
in real-time. At the same time, artificial intelligence with
data-driven system design opens novel dimensions for analyt-
ics and optimizations in the cyber-physical systems context.
These and other trends are expected to result in a cyber-
physical continuum, between the connected physical world
of senses, actions, experiences, and its programmable digital
representations [10]. This cyber-physical continuum is char-
acterized by a massive scale-up and densification of CPSs
such that increasingly these CPSs interact with each other at
runtime. However, a prerequisite for this cyber-physical con-
tinuum is an intelligently networked infrastructure forming an
efficient ‘‘glue’’ between the digital and physical worlds [11].

To support the seamless functioning of such a cyber-
physical continuum, a substantial improvement in the func-
tionality of networked and compute infrastructures is required
in contrast to existing systems and technologies today, like
5G, TSN or edge computing. The main challenge on the way
to a cyber-physical continuum is the provisioning of end-to-
end guarantees on latency and reliability, which comprises
all communication but also computational elements. This is

required, as essentially all applications of the cyber-physical
continuum will be CPSs such as control and automation,
wearable robotics and exoskeletons, as well as Extended
Reality (XR), comprising intimately coupled communication
as well as compute workloads with real-time implications.
These requirements can vary depending on the specific CPS
application. For instance, in an AR/XR, there is a need for
end-to-end latency of 5-20 milliseconds, with 99% reliability
[12]. In other words, the application should be able to tolerate
exceptional delays or losses without compromising its func-
tionality. On the other end of the spectrum, motion control
systems for industrial automation demand highly determin-
istic data communications between various components like
sensors, motor drives, and PLCs [13]. The communication
must occur within a narrow time window, typically a few
microseconds, with an extremely high guarantee of reliability
(> 99.999%). Any variability in the communication within
this closed-loop control system could result in a loss of
control or potentially hazardous situations.

Currently, a unique window of opportunity has opened
up to set the foundations of future 6G mobile networks to
enable this emerging cyber-physical continuum. Two main
goals need to be reached in this respect, going far beyond
current standards and systems. Firstly, convergence among
technologies, standards and infrastructures towards efficient
provisioning of end-to-end properties for CPS applications
will have to be achieved. However, going beyond this, the
second goal to be achieved is scalability among operations
and services of future deterministic infrastructures carrying
CPS applications.

Let us start with a discussion about the related challenges
with respect to the goal of convergence. For most CPSs in
the future, computational offloading to the edge offers signif-
icantly more efficient implementation in terms of energy con-
sumption and costs. However, such computational offloading
necessitates a new type of support by the infrastructure in
the end-to-end context. In contrast to the traditional connota-
tion of end-to-end, the cyber-physical continuum end-to-end
performance refers to supporting the application commu-
nication and computation demands over the entire loop,
from sensors via cyber-physical representation and back to
actuation modules. This end-to-end loop certainly comprises
different wireless and wired technologies, incorporates either
local or cloudified compute resources and thus spans various
technologies, standards as well as administrative domains.
End-to-end paths through such heterogeneous network infras-
tructures have today unpredictable latency, reliability and
availability variations which directly jeopardize the operation
of CPS applications. Thus, the main challenges regarding
convergence relate to an efficient technology integration of
future cellular systems, TSN and DetNet domains, OPC UA
as well as edge computing resources towards a deterministic
end-to-end communication & compute infrastructure. This
will not only comprise Key Performance Indicators (KPIs)
such as latency, reliability and availability but also relates to
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time awareness, security, privacy and trust in the novel end-
to-end connotation applicable to CPSs.
Scalability challenges include convergence but signifi-

cantly go beyond them. Over the last decade, the predominant
view has been that communication and compute technologies
for CPS have to deliver fixed KPIs, as most importantly
demonstrated through the well-known URLLC requirements
of 1 ms latency and 99.999% reliability. However, such
fixed KPIs cannot always be guaranteed, especially not in a
broader end-to-end context. Thus, to achieve scalable CPS
applications will also have to offer adaptation capabilities to
cope with varying KPIs of networked infrastructures. To real-
ize this vision, corresponding interfaces and specifications
are required. Likewise, converged end-to-end communication
and compute infrastructures will have to adapt to become pre-
dictable in terms of their resource-KPI trade-offs while being
subject to various stochastic influences. It is, in particular, the
end-to-end relevance of future CPS applications that makes
the aspects of vertical interfacing as well as predictability
extremely challenging.

In this paper, we argue that deterministic communications
systems of today are at the initial stage of their evolution
rather than at their endpoint. Despite the intense research
interest from academia and industry over the last decade,
leading to initial technological standards and commercial
products, it is clear that substantial challenges need to be
addressed to achieve scalability and convergence towards a
cyber-physical continuum. To summarize, E2E technology
integration and security need to be addressed for con-
vergence, whereas scalability requires predictability and
scalable/flexible vertical interfacing. Key concepts to over-
come these challenges will be 6G-native evolution towards
deterministic communications, wireless-friendly integration
regarding TSN and DetNet, data-driven characterizations of
stochastic elements, end-to-end time awareness and security
concepts, as well as leveraging network digital twins towards
system awareness.

Recently, several surveys have reviewed the ongoing devel-
opments towards 6G mobile networks including visions for
6G, technology enablers, use cases, etc. The key performance
indicators for 6G and the limitations of 5G that form the
basis of 6G vision were discussed in [14]. Research works
including [15], [16], [17], and [18] have explored technolog-
ical enablers (e.g., THz communication, edge intelligence,
blockchain, swarm networks and data-driven management
and operations) for 6G communication networks. In [19], five
use case families have been identified for 6G by the European
6G flagship project Hexa-X. Supporting these innovative use
cases in future communication networks requires an under-
lying deterministic communications infrastructure. In the
context of deterministic communications, specification work
is ongoing in different standardization organizations (i.e.,
IEEE, IETF and 3GPP) along with several research initia-
tives towards 6G. Recent surveys relevant to deterministic
communications in 6G networks are summarized in Table 1.
The table indicates whether the respective deterministic

communications challenge is addressed in the survey or not.
It can be noted that most of these works only partially address
the key challenges of enabling deterministic communications
in 6G. Particularly, the requirements of end-to-end interwork-
ing and integration of different technologies (URLLC, TSN
at Layer 2 and DetNet at Layer 3, edge computing systems)
for in 6G have not been investigated systematically in these
works. In other words, the key aspect of enabling end-to-end
determinism in future communication systems is thus largely
missing from the state-of-the-art.

Acknowledging the current gap in addressing the crucial
aspect of enabling end-to-end determinism in future commu-
nication systems, this paper aims to fill this gap by making
the following contributions to the field:

1. Comprehensive summary of state-of-the-art deterministic
communications technologies such as 5G URLLC, TSN
and DetNet

2. Identification of goals and corresponding emerging chal-
lenges in achieving end-to-end determinism in future
communication systems

3. Providing a vision towards next-generation determin-
istic communications systems and describing technical
enablers required to address these novel challenges.

The remaining part of the paper is organized as follows.
Section II describes the state-of-the-art in terms of the main
characteristic features of deterministic communications sys-
tems. Next, the newly arising challenges and recent research
around these challenges are presented in Section III. Finally,
in Section IV we outline future directions of system evolution
toward scalable deterministic communications systems and
their application scenarios. In particular, we argue that the
current discourse around 6G systems, with standardization
starting at approx. 1.5 years, is a unique opportunity to
address the identified and necessary system features.

II. STATUS QUO OF DETERMINISTIC COMMUNICATIONS
IN STANDARDS AND INDUSTRIAL PRACTICE
Fundamentally, determinism refers to absolute certainty with
respect to the further state evolution of a process or a system
[20]. A deterministic system is therefore a system for which
the next state (or sequence of states) is certain, given a current
state. For instance, given a sequence of inputs, the future
states and the output of a Finite-State Machine (FSM) can
be determined with complete certainty. It is worth noting
that though absolute certainty cannot be achieved in real-
world systems, supporting CPS applications necessitates that
the required level of guarantee is provided with regard to
communication and compute performance. Sustaining the
required level of guarantees renders the underlying system
deterministic towards the deployed CPS application [21].
As real-world communications and compute systems are

exposed to arbitrary levels of uncertainties, approaches are
required that ensure application requirements are met by
provisioning resources (e.g., buffers, bandwidth, transmis-
sion time slots) in the infrastructure. In such approaches, by
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TABLE 1. Summary of 6G related surveys in terms of challenges regarding deterministic communications.

quantifying the levels of uncertainties, appropriate resources
can be allocated to meet stochastic application demands [13].

It is thus possible to determine if the level of uncertainty
of the communication system is acceptable regarding the
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application requirements of the respective CPS for a given
time horizon.

The involved stochastic requirements can be arbitrarily
high, turning the communication system into a pseudo-
deterministic one. To determine if a communication system
fulfills the requirements, typically a dependability analysis
is performed [22]. As dependability analysis of a system
requires arguing with respect to (various sources of) stochas-
tic uncertainty, the system must be predictable to a certain
degree, meaning that the stochastic characteristics of the sys-
tem’s future state evolutionmust be derivable in a quantitative
way. These derivations can rely on bounding conditions that
need to be fulfilled. Throughout this paper, the term deter-
ministic communications (and compute infrastructure) refers
to scenarios where the deployment of a CPS is only suc-
cessful if the involved communication (and compute) system
can determine quantitatively the fulfillment of the stochastic
requirements of the corresponding CPS application.

Today, three standards stand out with respect to their
focus on deterministic communications, namely IEEE’s TSN,
IETF’s DetNet and 3GPP’s 5G Time-Sensitive Commu-
nication (TSC) and URLLC. IEEE 802.1 Time-Sensitive
Networking (TSN) plays a central role in the wired
Ethernet domain, as it allows to provision guaranteed
high-performance connectivity services for traffic flows on
a common Layer 2 bridged Ethernet infrastructure. Tradi-
tionally, industrial networking consisted of a plethora of
fieldbus technologies and their descendant real-time indus-
trial Ethernet variants e.g., (PROFINET, EtherCAT, etc.),
providing deterministic communications services. However,
they tend to be incompatible with each other. In future indus-
trial networks, TSN is expected to provide basic deterministic
communications for various industrial applications. TSN
aims to create a common standard for converged real-time
communications in industrial networks [23].

As an evolution of TSN, DetNet realizes deterministic
communications in Layer-3 routed networks while being a
technology with a focus on wired communication infras-
tructures as well. DetNet has been standardized by the
correspondingWorking Group (WG) of the IETF since 2014.
In close collaboration with the IEEE TSN TG, IETFs DetNet
WG has proposed a common architecture to support deter-
ministic services at both L2 and L3.

The flexibility of wireless communications also motivated
the provisioning of deterministic communications over wire-
less networks. The 3rd Generation Partnership Project (3GPP)
has made significant efforts to enable 5G systems to support
latency-sensitive use cases through URLLC.

The ambition of 5G URLLC has been to provide
low-latency communication together with high reliability for
maintaining strict one-way Radio Access Network (RAN)
latency bounds such as 1 ms with 99.999% probability.
URLLC is defined in the 5G standard Releases 15 to 17.
Interworking of 5G with TSN, referred to as 5G TSC, has
been addressed in Releases 16 and 17, and 5G support for
DetNet is being prepared in Release 18.

FIGURE 1. Comparison of traditional and deterministic communications
systems.

Finally, as a further complement to the deterministic com-
munications technologies TSN, DetNet and 5G, the OPC’s
Field Level Communication (FLC) is an initiative that devel-
ops one common multi-vendor middleware framework for a
converged network infrastructure [23]. The OPC framework
relies on either Pub/Sub or Client-Server as the architecture
principle in organizing the middleware functionality. OPC
leverages currently TSN (while in the future it is expected to
be extended to DetNet and 5G/6G) and standardizes interop-
erable data models and common procedures across a variety
of industrial use cases with multi-vendor components. This
includes the specification and usage of deterministic com-
munication patterns through initializing and configuring the
underlying deterministic communication infrastructure.

Despite the fact that the above standards have defined to
some extent the interoperability among one another, indus-
trial practice today mostly sees isolated operations of these
technologies in individual domains/verticals. This isolated
operation nevertheless limits the application range of these
technologies and masks inefficiencies in their interoper-
ability. Due to the foreseeable increase in CPS application
use cases, the current state-of-the-art as well as industrial
practices are rather a first step towards deterministic commu-
nications.

In contrast to traditional communications systems, all
state-of-the-art deterministic communications systems today
exhibit several characteristics that are essential for supporting
CPS application traffic as shown in Figure 1. These charac-
teristics can be grouped into five categories:
1. Time awareness
2. Deterministic latency
3. High reliability and availability
4. System management
5. Application interfacing
In the following, we discuss how these five features are
supported today by the key deterministic communication
standards in the wireless domain (5G) and wired domains
(TSN, DetNet). Moreover, we discuss industrial best prac-
tices in these contexts. In Section III, we will then make the
argument that in the future evolution, the somewhat different
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characteristics of the below systems need to be harmonized
and extended towards full end-to-end support.

A. TIME AWARENESS
Time awareness is a key to configuring the operation of
deterministic communications and ensuring the synchroniza-
tion between the physical and digital world, for example,
the coordinated movement of two robotic arms must have
time awareness to synchronize the movement. In general,
access to a common time reference for all nodes in the net-
work is necessary to support many time-critical applications.
First, network nodes need to be accurately and precisely
synchronized with each other, e.g., to perform desirable
time-triggered operations according to a globally coordinated
periodic schedule. Secondly, applications running on the end-
points also need to be aware of time, e.g., to undertake certain
actions at a particular time. Overall, time synchronization
protocols and mechanisms exist today both in wired (TSN)
and wireless domains (5G).

1) TIME SYNCHRONIZATION IN TSN AND DetNet
Accurate time synchronization in packet-switched networks
is often achieved using the IEEE 1588 Precision Time Pro-
tocol (PTP). In PTP, the clocks in the secondary nodes
synchronize to an accurate source of time called the pri-
mary Grandmaster (GM) clock through the exchange of
PTP messages [24]. Multiple PTP profiles have been spec-
ified for different use cases and environments. To enable
sub-microsecond time synchronization for time-sensitive
applications, e.g., in industrial networks or audio-video
production, IEEE 802.1AS has been introduced [1]. IEEE
802.1 AS defines a specific profile of PTP called general-
ized Precision Time Protocol (gPTP), which is applicable for
Ethernet transport. gPTP optimizes PTP for time-sensitive
applications by constraining the values of PTP parameters
(e.g., periodicity of the sync and follow-up messages) and
requires additional features to accurately compensate for
delay variation, e.g., by tracking and correcting the frequency
offset between neighbors [25]. In addition, to support fault
tolerance (link or GM failure), the standard also introduces
redundancy in the form of multiple gPTP domains and redun-
dant GMs. In contrast to TSN, DetNet does not specify
any time synchronization mechanism but leverages existing
mechanisms provided by lower layers, e.g., IEEE 1588 and
IEEE 802.1AS.

2) TIME SYNCHRONIZATION IN 3GPP AND ITU-T
Time synchronization is an integral part of advanced mobile
network technologies such as 5G. Standard development
organizations (SDOs) including 3GPP and International
Telecommunication Union Telecommunication Standardiza-
tion Sector (ITU-T) play key roles in determining and
developing network synchronization solutions and architec-
tures for 5G mobile communication technology and further
for 6G. Time synchronization within the 4G & 5G RAN is
needed for the operation of the radio access network including

FIGURE 2. Illustration of 5G’s internal time-synchronization schemes.

Time Division Duplexing (TDD), Coordinated Multipoint
Transmission (CoMP) and carrier aggregation. Fundamen-
tally, within a 5G system, there is one GM clock provided
typically by the Global Navigation Satellite System (GNSS)
for other 5G entities to synchronize themselves. Within
mobile networks, the common reference time of the 5G
Grandmaster (GM) clock is distributed in the RAN via the
transport network to the base stations (called gNB in 5G
networks) to support several RAN operations as listed above
across neighboring gNBs.

As a platform for cyber-physical communication, it is
required to integrate the 5G systemwith time synchronization
domains outside the 5G system itself. For example, it is
desirable to synchronize different devices and machines to
some external reference clocks over the 5G system. To this
end, the internal 5G time synchronization procedures need to
be extended towards the edges of the 5G system,which are the
User Plane Function (UPF) as a gateway to the wired commu-
nication infrastructure and the user equipment (UE) asmobile
end device or gateway to a local communication network.
This time distribution mechanism is depicted in Figure 2. The
5G transport network enables the time distribution from the
5G GM clock to the gNBs and UPFs, while the radio access
network time synchronization mechanism enables accurate
time reference delivery over the radio interface (Uu interface
according to 3GPP nomenclature) from gNB towards UEs.
A detailed description of this process is given in [26]. The
PTP synchronization mechanism specified by IEEE 1588,
allows such distributions from the GM clock to the gNBs in
the 5G system. ITU-T has developed telecom profiles with
a target to distribute phase/time with +/− 1.5 microseconds
timing accuracy. Specifically, there are two ITU-T profiles
for the distribution of time synchronization: G.8275.1 and
G.8275.2 [27], [28].

Concerning the radio access network, 3GPP starting from
Release 16 has specified a mechanism that allows UEs to
receive, from gNBs, the accurate time reference informa-
tion via System Information Block (SIB) or Radio Resource
Control (RRC) control messages [29]. In Release 17 further
enhancements have been made in the time distribution over
the radio interface to compensate for the propagation delay
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between gNB and UEs in order to reduce the time error
introduced in the time distribution.

5G mobile networks can be used to provide wireless
transport in a general deterministic communications net-
work, for example as wireless connectivity in an otherwise
Ethernet/TSN-based wired industrial network. In this case,
time synchronization in the wired network needs to be trans-
ported from some primary grandmaster node in the wired
network through the 5G network to a secondary node in
another network segment that is wirelessly connected over
5G. The gPTP messages, in this case, are transported from
an ingress node of the 5G system (i.e., a UPF or UE) to an
egress node of the 5G system (i.e., a UPF or UE) over a
user plane. By time synchronizing the 5G system edges at
UPF and UE to a common 5G clock (described above and
depicted in Figure 2) the 5G system can determine the transit
time of the PTP message through the 5G system and correct
the time in the PTP message accordingly. In this way, time
synchronization can be provided over the 5G network with
low time error.

B. DETERMINISTIC LATENCY
Traditionally, the primary performancemetric in communica-
tion networks has been the achievable data rate. Latency, and
to some extent, the Packet DelayVariation (PDV, also referred
to as jitter), have been considered for multimedia applications
such as audio/video. However, the requirement on latency
bounds has not been stringent. Deterministic communication
technologies (5G URLLC, TSN and DetNet) aim to achieve
deterministic latencies and bounded PDVs with very high
confidence, which means that the focus of the requirement is
on the tail mass of the systems latency distribution while the
average latency only plays a minor role. Depending on the
criticality of the CPS application, the corresponding require-
ments on the PDV bounds can be very demanding, typically
emphasizing the reliability of the communication and com-
putation system. Each of the above-mentioned technologies
employs different techniques to ensure the support of such
real-time latency bounds in the context of CPS. Below we
provide an overview of such techniques in 5G, TSN and
DetNet.

1) DETERMINISTIC LATENCY IN 5G
In 4G LTE systems, it is extremely hard to achieve
sub-millisecond radio latency due to a rigid frame structure
that only allows a minimum of 4 ms latency and that too
with high PDV [30], [31]. Moving from Long-term Evolution
(LTE) to 5G, the cellular system capabilities enabling CPS-
type real-time latency bounds are greatly improved. Starting
from Release 15, several features at the Medium Access
Layer (MAC) and physical layer (Layer 1) as well as in
the core network have been added to enable URLLC ser-
vices [32]. The ambition of 5G URLLC has been to provide
low-latency communication and high reliability simultane-
ously. The most prominent example of such ambition in 5G
URLLC has been a target one-way RAN latency of 1 ms with

FIGURE 3. Features enabling URLLC communication services in 5G.

99.999% probability. Figure 3 provides a summary of the
newly introduced radio and core network features within 5G
enabling URLLC, namely (i) scalable and flexible numerol-
ogy realized through the so-called New Radio (NR) Physical
layer of 5G, (ii) mini-slots and short Transmission Time
Intervals (TTIs), (iii) low-latency optimized dynamic Time
Division Duplexing (TDD), (iv) fast Hybrid ARQ (HARQ)
processing time, (v) uplink pre-scheduling with Configured
Grants (CG), and (vi) robust transmission modes for control
and data channels. Optimizations for the core network include
redundant transmission options, and flexible selection of
local breakout and edge compute location.

The result of these new features is essentially a toolbox to
cater to different latency bounds by two means [33], [34]:

1. Optimizing the access time to the radio channel enabling
sub-millisecond latencies (achieved by lowering processing
delays, channel access delays, and others) [34],
2. Providing higher robustness of individual transmissions

to achieve the same latency reliability with fewer trans-
mission attempts, at the cost of reduced spectral efficiency
due to quite conservative transmission modes defined in 5G
URLLC.

2) DETERMINISTIC LATENCY IN TSN AND DetNet
In contrast to wireless networks, queuing delay is the key
obstacle in wired networks regarding deterministic latencies.
In the worst case, excessive queueing could result in packet
losses due to packet dropping inside Ethernet switches. Typ-
ically, queueing delay can be bounded and packet losses
due to network congestion can be avoided by allocating
resources (e.g., buffers, bandwidth, transmission time) along
the network path between the communicating endpoints. TSN
specifies multiple traffic shaping and scheduling mechanisms
in order to regulate the flow of packets in the network.
IEEE 802.1 Qav defines Credit-based Shaping (CBS) where
multiple flows can share link bandwidth according to the
number of allocated credits [3]. Essentially, link transmis-
sion bandwidth is allocated to TSN flows. Similarly, TSN
flows can also be scheduled to link transmission time,
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as specified in IEEE 802.1Qbv – the TSN Enhancements for
Scheduled Traffic. Cyclic Queuing and Forwarding (CQF),
as defined in IEEE 802.1Qch, is a specific use of scheduling
where queues are serviced in an alternate fashion to provide
deterministic latency per hop [35]. In addition, TSN traffic
shapers/schedulers are complemented by other mechanisms
specified in the TSN standards suite that support deter-
ministic latency for TSN flows. Frame preemption (IEEE
802.1Qbu) allows the preemption of low-priority frames by
a high-priority frame, i.e., the transmission of a less urgent
frame can be interrupted against an urgent frame [36]. The
transmission of the interrupted frame can be resumed after
the transmission of the high-priority frame is finished. Frame
preemption allows for the reduction of the guard time inter-
val between a low-priority frame and a high-priority frame,
although it is dependent on the transmission time correspond-
ing to the minimum Ethernet frame size.

As of today, DetNet by itself has not yet specified con-
gestion control or traffic shaping/scheduling mechanisms
ensuring deterministic latency but assumed the support of
lower layers (e.g., TSN, MPLS-TE) to support time-critical
flows. Work on specific queueing mechanisms for DetNet is
only starting up in IETF standardization.

C. HIGH RELIABILITY AND AVAILABILITY
Latency bounds in an end-to-end context must be paired
with a sufficient likelihood to successfully convey a cyber-
physical interaction. Due to the varying requirements of
a cyber-physical system, the sufficient level of this like-
lihood is intimately linked to the cyber-physical context.
From a CPS application perspective, the metrics: reliabil-
ity and availability, are mostly mentioned in the context of
system dependability, which nevertheless can comprise the
analysis of further attributes like safety, security, and main-
tainability [37]. Concerning communication systems, IEC
61907 defined communication dependability as the ‘‘ability
to perform as and when required to meet specified commu-
nication and operational requirements’’ [22]. It is important
to recognize that the terms availability and reliability have
different definitions, stemming from the fact that these met-
rics originated in the real-time computing community [37].
Availability in this context refers to the fraction of time
during which a communication system provides latencies as
required by the application over a total duration. Note that this
definition can directly be measured. On the other hand, reli-
ability is understood as the likelihood of witnessing a future
latency-bound violation under the condition that the commu-
nication system is currently performing correctly. A common
measure for reliability is for instance the mean time between
failures. A result of these definitions is that a communica-
tion and/or computation system with a high availability does
not necessarily need to have high reliability and vice versa.
Furthermore, the conversion of packet transmission reliability
of a communication system into availability and reliability
is more involved. Due to this, as an example, 3GPP starting

from Release 16 has worked on the definition of communica-
tion service reliability and availability in specifications [38]
with respect to supporting communication for automation in
several vertical domains. Despite these intricacies, a system
with a high or very high packet transmission reliability (i.e.,
a low or very low packet error rate) typically has a high avail-
ability and reliability. Therefore, in the following discussion,
we mostly focus on the reliability aspects of communication
systems as understood from a communications perspective,
focusing again on 5G, TSN and DetNet [38].

1) ACHIEVING RELIABILITY (AND AVAILABILITY) IN 5G
Unlike wired networks, the radio link quality in cellular
networks is a major determining factor for reliability and
latency. Depending on the Signal-to-Interference-and-Noise-
Ratio (SINR) of the link, reliability measured as the block
error rate (BLER) can vary significantly over time. TheBLER
requirements for upcoming CPS applications lie below the
value of 10−5, whereas LTE cannot achieve targets below
10−2 [30], [31]. A solution for reliable wireless transmis-
sion with high spectral efficiency is to apply link adaptation
together with HARQ retransmissions to recover from unsuc-
cessful transmissions. The above-mentioned acceleration of
corresponding processing times has made this feature appli-
cable for URLLC and also for stringent latency requirements.
In addition, 5G has proposed mechanisms not only for data
channels but also for control channels to improve reliabil-
ity using robust transmission modes and various diversity
techniques to boost both reliability and availability of a 5G
system such as uplink multi-antenna techniques, low rate
Modulation and Coding Scheme (MCS), multi-slot transmis-
sion for grant-based channel access, robust Channel Quality
Information (CQI) reporting, etc, [39].

In addition to the above mechanism for extra-robust
radio transmission models, reliability in 5G can be further
improved by using redundancy techniques. The redundancy
options in 5G differ from each other depending on the seg-
ment to which the reliability mechanism is applied. The RAN
segment is typically themost unreliable part of the 5G system,
its redundancy is the major determinant. Its reliability can be
improved via various diversity techniques such as multiple
frequency carriers, multiple antenna transmission, or multiple
UEs [40]. In addition to the above enhancements, advanced
interference prediction and mitigation techniques are speci-
fied that focus on managing interference from neighboring
UEs and gNBs.

Additionally, the 5G core network redundancy solutions
are implemented by organizing Network Function (NF) sets,
each containing a group of equivalent NFs having the same
functionality and sharing the same context. The NF sets can
be deployed in multiple geographical locations in order to
boost the total availability of the 5G system.

Despite all these technical advancements in 5G, the issue
of performing a dependability analysis of a 5G system or link
remains challenging due to the unquantified uncertainty in a
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wireless communication scenario. In other words, it is open
to which extent 5G systems are predictable.

2) ACHIEVING RELIABILITY (AND AVAILABILITY)
IN TSN AND DetNet
As discussed above, resource allocation combinedwith traffic
shaping can prevent packet losses stemming from congestion
in a wired (for instance Ethernet) network. However, even in
such a scenario, a time-critical flow can still be disrupted if
there is a failure in the network (e.g., a node or link failure)
resulting in packet losses. To protect against network failures
in TSN using redundant paths, IEEE 802.1CB describes a
method called Frame Replication and Elimination for Reli-
ability (FRER) [5].

FRER works by sending multiple copies of each Ether-
net frame over maximally disjoint fixed network paths [41].
FRER also specifies an elimination mechanism that allows
discarding the surplus packets by looking at the sequence
number of packets. Frame replication and elimination can
be performed both at end nodes as well as at relay nodes
(intermediate Ethernet switches) depending on the network
deployment and reliability requirements.

As TSN flows, DetNet flows can leverage protection
against failures in the network. DetNet service protection
mechanisms such as packet replication and elimination
(failure protection), encoding (media error protection) and re-
ordering (in-order delivery) are specified in [6]. Analogous
to the FRER mechanism in TSN, DetNet specifies the Packet
Replication, Elimination and Ordering Function (PREOF) to
provide dedicated protection for DetNet flows against net-
work failures. In addition, DetNet flows also benefit from
fixed network paths, which can be established via explicit
routes to protect against temporary outages due to the finite
convergence time of routing algorithms [42].
Generally speaking, dependability analysis in wired sys-

tems is less challenging due to the better predictability of
the wired medium. The remaining uncertainty from conges-
tion can be bounded or even mitigated by applying suitable
resource allocation and scheduling schemes.

D. SYSTEM MANAGEMENT
In order to achieve and maintain latency bounds, as well
as reliability and availability, deterministic communications
systems require several management functions. Resource
management for instance guarantees the efficient use of trans-
mission capabilities toward the latency and reliability goals
defined by a CPS. Admission control ensures that the offered
load in combination with the required latency and relia-
bility pairs of the cyber-physical application supported by
the deterministic communications systems does not outgrow
the transmission capabilities of the system. In the follow-
ing, we provide an overview of how TSN, DetNet, and 5G
implement such admission control and resource management
techniques.

1) SYSTEM MANAGEMENT IN 5G
5G systems in general, as in all prior generations of cellular
systems, are centralized systems featuring a control as well as
a user plane. This distinction implies a set of system resources
to be reserved for system control communication and thus
guarantees the protection of system control messages against
any temporary overload with respect to arriving user payload
data. Based on this principle, all major aspects of the system
management such as admission control, resource allocation
and quality of service provisioning are guaranteed to be real-
izable in a cellular system.

System management is related to network architecture,
which has evolved over the different generations of mobile
networks. In 5G two different architecture options have been
specified, which are related to how 5G is introduced into the
market and its dependency on existing 4G networks. These
lead to different consequences in the context of support for
deterministic communications. On the one hand, 5G systems
can be realized as non-standalone or standalone architecture.
Non-Standalone (NSA) relates to a system with new NR
radio access technology and an existing LTE core network.
Here, the NR cell acts as a booster cell. It is a typical
deployment today for public wide-areamobile broadband ser-
vices. The downside of NSA is nevertheless the legacy LTE
control plane, which leads to many extended latencies for
CPS systems. In addition, NSA deployments do not support
essential features for deterministic communications such as
Ethernet / TSN bridging, PTP time-synchronization through
5G, etc. In contrast to NSA, standalone systems rely on
the new service-based architecture (SBA) where a 5G base
station is connected to a 5G core and all control and data
signaling is handled by the 5G core, leading to reduced laten-
cies. A second architecture distinction relates to whenever a
5G system is operated as a public or Non-public Network
(NPN). A localized 5G NPN is formed when a 5G system
is deployed to enable private communication service for a
dedicated organization or authority with a defined group of
authorized devices, in contrast to wide-area mobile networks
providing communication to the public. With respect to the
use of 5G systems in the context of cyber-physical systems
and industrial automation, NPN deployments are seen today
as the most promising configuration [43], [44].
Furthermore, within 5G systems, there are different archi-

tectural features that allow its integration and efficient
interaction with other technologies supporting resource man-
agement in the context of end-to-end deterministic commu-
nications services. Concerning support of the different types
of traffic including, transport of Ethernet frames, starting
from Release 15, 5G standards support Ethernet connectiv-
ity along with IP-based connectivity with Ethernet Packet
Data Unit (PDU) sessions. A PDU session provides con-
nectivity to a User Equipment (UE) towards a User Plane
Function (UPF) via RAN. The SessionManagement Function
(SMF) and Access and Mobility Management (AMF) are
part of the 5G control plane which ensures the functioning
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of user plane connectivity. Today, 5G support for Ethernet
is compatible with IEEE 802.1 standards. There are two
technical enablers in 3GPP that support the integration with
Ethernet-based industrial networks; namely, the capability
of the 5G system to act as an Ethernet bridge that supports
time-sensitive communication for TSN, and 5G virtual net-
work (VN) groups [44].

Standardized exposure interfaces aim for a simplified 5G
network management solution that hides the implementation
complexity of the 5G system and enables simplified integra-
tion with existing application frameworks used in the context
of deterministic communications services (e.g., OPC UA,
ROS). 3GPP has developed features that enable seamless
integration of the application frameworks on the northbound
interface of the 5G system via standardized APIs. In Release
15, the focus of 3GPP was to provide simplified application
programmability interfaces (APIs) that can be triggered by
external applications, including functions for onboarding,
discovery, secure communications, authentication, and autho-
rization for hosting APIs. The result was a unified Common
API framework (CAPIF) to expose APIs. Further, the Service
Enablement Architectural Layer (SEAL) was standardized
during Release 16, which allows the development and expo-
sure of the specific functionalities across 3GPP network
functions in a harmonized manner. Releases 17 and 18 fur-
ther introduced application-specific functionalities such as
those required for smart manufacturing, automotive or pub-
lic safety. Additionally, the Network Exposure Framework
(NEF) has been defined by 3GPP with the purpose of provid-
ing fine-grained telecommunications APIs [45], [46], [47].

2) SYSTEM MANAGEMENT IN TSN AND DetNet
For TSN networks there are three TSN configuration mod-
els proposed in the TSN standards [4], namely the fully
distributed model, the fully centralized model and the central-
ized network distributed user model. The three models differ
in the way various TSN entities interact with each other and
are most relevant in the way resource management is realized
in TSN, comprising a selection of network paths, allocating
resources on these paths, e.g., scheduling time-triggered traf-
fic on these paths, etc. These TSN configuration models are
specified in 802.1Qcc, which also provides detailed specifi-
cations for the fully centralized configurationmodel, which is
the only TSN configuration today with a completed standard
specification.

The fully centralized TSN configuration model is shown
in Figure 4 [4]. The Centralized User Configuration (CUC)
is an entity responsible for gathering the flow specifications
and communicating them to the Centralized Network Config-
uration (CNC). The CNC is responsible for monitoring the
network, calculating new network configurations based on
the information received from the CUC or the network itself,
and deploying the configuration in the network nodes.

In practice, the fully centralized TSN configuration
includes the following steps:

FIGURE 4. Illustration of the fully centralized TSN configuration model.

- Traffic characteristics and service requirements are pro-
vided for individual TSN flows from the CUC to the CNC.

- The network topology, characteristics, and capabilities of
TSN bridges are collected by the CNC.

- The transmission paths for TSN flows are determined by
the CNC based on the service requirements, network capa-
bilities and traffic distribution in the network.

- The TSN bridges (and potentially the TSN end-stations)
on the transmission path are configured with TSN traffic
shaping policy to be applied for the TSN stream along with
configuring functions for priority handling, policing and
filtering traffic flows, etc.

For DetNet flows, too, resource allocation in the intermediate
DetNet nodes along the routed path is required to ensure that
performance guarantees are met. However, scalability is a key
requirement for DetNet, given a large number of flows in IP
networks in contrast to a LANwith a much smaller number of
TSN flows. The DetNet control plane is responsible for creat-
ing and removing DetNet flows that imply path computation,
establishment, and resource allocation [42], [48]. In addition,
the DetNet control plane establishes explicit paths needed
in Packet Replication, Elimination and Ordering (PREOF)
functions. In analogy to TSN, the DetNet control plane can be
of three types: fully distributed, fully centralized (Software-
Defined Networking (SDN)) as well as some mixture of the
two.

E. APPLICATION INTERFACING
Finally, some functionality is required to bind to applica-
tion layer frameworks, typically being domain-specific, and
allowing integration of applications into a deterministic com-
munications domain. For instance, in industrial automation,
a key challenge faced before a large-scale operation is to
achieve a high level of interoperability among industrial
systems, which are typically sourced from a diverse set of
vendors. Various efforts have been undertaken to standardize
communication in industrial networks.

Over the last decade, the Open Platform Communications
Unified Architecture (OPC UA) has gained a lot of trac-
tion for industrial automation solutions [23] and represents
today perhaps the most important framework in industrial
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automation. OPC UA is specified by the OPC Foundation
and ensures interoperable data exchange in industrial automa-
tion among devices and equipment from multiple vendors.
Currently, there are three major efforts in the realm of OPC
UA and TSN to provide deterministic communications. First,
the ‘‘Field Level Communication’’ initiative is developing
OPC UA FX – Field eXchange specification for field-level
communications using both the client-server and publish-
subscribe (PubSub) models including initial ‘‘application
Quality of Service (QoS) requirements’’ definitions [49].
Second, within IEC/IEEE P60802 ‘‘TSN Profile for Indus-
trial Automation’’ definitions are considered that include
‘‘Industrial Traffic Type’’ representations [50]. Lastly, the
third effort is the IEEE P802.1Qdj ‘‘Configuration Enhance-
ments for Time-Sensitive Networking’’, which includes
enhancements to the CNC’s northbound interface (IEEE
802.1Qcc) [51] allowing corresponding deterministic stream
requests to be launched. The combination of these specifica-
tions allows for setting up end-to-end deterministic PubSub
streams over TSN networks, fulfilling the application’s QoS
with the support of some specific traffic types.

III. CHALLENGES AND STATE-OF-THE-ART IN RESEARCH
The development of the above-mentioned technologies over
the last decade has clearly advanced significantly with respect
to the principal aspects of deterministic communications
(time awareness, deterministic latency, reliability, system
management and application interfacing). Nevertheless, with
respect to several key challenges the existing industrial stan-
dards still fall short, leading to only a limited application
range as of today. In contrast to today’s deterministic commu-
nications systems of the first generation (i.e., defined during
the last decade), future systems of the second generation
will have to achieve two central goals: scalability as well
as convergence. Only if the associated challenges related to
these two central goals can be overcome, CPS in multiple
application domains will be deployable on networked infras-
tructures, leading to the cyber-physical continuum.

We outline these challenges, together with the state-of-
the-art in research in the following. We identify four central
challenges: (I) Predictability, i.e., predictable, stochastic per-
formance characterizations, especially regarding the radio
access network; (II) End-to-end technology integration con-
cerning a more efficient integration of 5G/6G wireless
systems into TSN and DetNet, as well as true end-to-end sup-
port considering edge computing systems; (III) End-to-end
security provisioning as well as (IV) Scalable and flexi-
ble vertical interfaces. Figure 5 illustrates the relationship
between the goals of scalability and convergence, as well as
the associated challenges of end-to-end technology integra-
tion, security, predictability and scalable/flexible interfacing
with the applications.

A. PREDICTABILITY
Wireless communications and networking are well known
to be subject to severe communication channel distortions

FIGURE 5. Goals of the future deterministic communications systems and
the associated challenges.

which are notoriously hard to predict, mitigate and/or
compensate for. Despite several decades of technological
advancement, wireless communication systems still exhibit
performance characteristics that are inferior to corresponding
wired systems in terms of system capacity and reliabil-
ity. Typical Ethernet technology today provides gigabits per
second throughput with frame error rates below 10−6. In con-
trast, state-of-the-art wireless technology like 3GPPs 5G can
achieve comparable single KPI (e.g., high throughput or low
error rate), but not simultaneously. Furthermore, the amount
of resources (in terms of bandwidth, power, diversity degree
and error correction complexity) required to realize such per-
formance goals is significantly higher in the case of wireless
systems in comparison to wired ones.

Given the significant interest in industrial automation use
cases over the last decade, and the associated efforts to devise
wireless communication systems for such use cases, efforts
were also undertaken to experimentally determine the via-
bility of ultra-reliable low-latency communication systems.
Early efforts are reflected for instance in several system con-
cepts and prototypes [52], [53], [54] showing the principal
viability of URLLC-like systems. Accompanying URLLC
standardization, several URLLC trials have been conducted
with respect to 3GPP 5G Release 16 features. In [55],
an outdoor trial was conducted leveraging the new frame
structure of 5G NR with repetitions, polar coding, as well as
space-frequency block coding. Small packet sizes between
50 – 200 Bytes were considered, paired with transmission
distances between 300 m and 1 km, switching between
stationary and mobile settings. The trials demonstrated the
principal feasibility of 1 ms link layer-to-link layer latency
in downlink and uplink with a 99.999% packet success rate
for the chosen scenarios. A second, independent study in
[56] considered the comparison of 5G Enhanced Mobile
Broadband (eMBB, a flavor of 5G that emphasizes achievable
average rate) and URLLC implementations with respect to
typical industrial automation traffic patterns and in typical
indoor propagation scenarios. The trials leveraged a 3.6 GHz
center frequency, as well as a 28 GHz center frequency paired
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by the bandwidth of 80 and 100 MHz. The study found
average application layer end-to-end latencies in UL and DL
to be generally between 5 and 10 ms for 5G MBB systems,
whereas a latency of 10 ms was easily passed if considering
the 99.9% quantile for MBB systems. In contrast, URLLC
test systems showed consistent application layer end-to-end
latency below 1 ms for UL and DL cases considering the
average latency as well as the 99.9% quantile.

Despite the experimental evidence for ultra-reliable and
low-latency communications in practice, wireless systems
remain subject to various stochastic influences due to channel
effects, mobility as well as various interference effects. With
respect to predictability, this implies that deterministic com-
munications in the realm of wireless communications and
networks can only be achieved with respect to a stochastic
guarantee. Stochastic guarantees for communication systems
in general, and wireless systems in particular, have been
extensively studied in the literature in the past [57], [58], [59],
[60]. Depending on the intent, such guarantees have been
derived either from information-theoretic, queuing-theoretic
or algorithmic principles. From an information-theoretic per-
spective, a significant stream of fundamental contributions
resulted from new rate bounds for noise-limited communi-
cation channels in the finite block length regime serving
theoretically as a physical layer performance guarantee in
the presence of stochastic noise [57] and channel fluc-
tuations [58]. In a second major development, significant
works turned to renewed queuing-theoretic analysis, either
developing novel tools to provide stochastic bounds on
wireless communication systems through stochastic network
calculus [59], [60] or turning to novel metrics like the
Age-of-Information [61], which allow stochastic guarantees
over random traffic arrival as well as service patterns [62],
[63]. Finally, a third major area contributing to stochastic
guarantees has evolved out of algorithmic scheduling the-
ory, where aspects of resource allocation can be shown to
result in (stochastically) guaranteed system features [64],
[65]. However, a central challenge of all these approaches
is their inherent embedding in mathematical modeling and
subsequent derivations. The exploration of approaches to
establish practical, valid stochastic bounds remains an ongo-
ing endeavor.

Depending on the application, the level and the degree
of predictability required can vary. For example, a motion
control application requires precise latency forecasting
(with > 99.999% confidence) at the packet level over an
extended period, while an obstacle detection application may
tolerate occasional fluctuations in delay and primarily needs
accurate predictions of average latency. Additionally, these
applications may have different time horizons for prediction.

B. END-TO-END TECHNOLOGY INTEGRATION
Typical industrial automation processes as well as cyber-
physical systems consist often of closed-loop control sys-
tems, where actuation signals are periodically generated by

FIGURE 6. Illustration of closed-loop control running on a converged TSN
and edge infrastructure.

a controller based on the input received from one or multiple
sensors. This might happen at regular intervals or might be
event-triggered. For example, to move a robotic arm to a
desired position, the position of the arm is read by a sensor
(e.g., potentiometer) and sent to the controller, which gen-
erates the appropriate signal for the actuator (e.g., motor) to
move the arm, as shown in Figure 6. A fundamental chal-
lenge in such systems is the fact that the CPS performance
depends on the latency between the time when sensor input
is generated and the time when the control signal (com-
mand) reaches the actuator. This ‘‘end-to-end’’ latency over
the full control loop, however, does not correspond to the
traditional understanding of end-to-end latency, as it com-
prises potentially a multitude of different links, and more
importantly, it comprises compute elements that transform
sensor data into actuation commands. Future deterministic
communications systems will have to support such ‘‘end-
to-end applications’’, necessitating end-to-end convergence
across different deterministic communications (i.e., 5G, TSN,
DetNet) and computing (e.g., edge computing) technologies.
Next, we discuss various integration architectures across dif-
ferent deterministic communications domains along with the
relevant challenges.

The integration of 3GPP 5G with IEEE TSN is addressed
in Release 16-17 of the 3GPP specifications, whereas the
integration of 3GPP 5G with IETF DetNet is still in the early
stages and specification is ongoing in Release 18 to extend the
5G’s TSC framework to support integration. 3GPP in respec-
tive specifications have proposed transparent integration of
5G system with TSN and DetNet. As 5G-DetNet integration
architecture is quite similar to 5G-TSN integration architec-
ture, we will only focus on the state-of-the-art relevant to
5G-TSN integration.

Figure 7 illustrates the integration of a 5G system with a
TSN network as specified by 3GPP in Release 16. The 5G
system is perceived by the rest of the network as a set of TSN-
capable bridges, one per UPF. For a 5G system to function as a
TSN bridge, the use of TSNTranslator (TT) functions for data
plane traffic is introduced. The TTs provide the ports of the
virtual 5G TSN bridge towards the neighboring TSN bridges.
For the user plane, two types of TTs are defined: (i) device TT
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(DS-TT) on the UE side and (ii) network TT (NW-TT) on the
UPF side. All UEs, the corresponding DS-TTs and the UPF
form one virtual 5G system bridge. Therefore, a 5G system
can be mapped to multiple virtual bridges: one per UPF. The
control plane integration is achieved using TSN Application
Functions (AFs). The CNC interacts with the TSN AF for
the control and management of the 5G system. The TSN AF
exposes the capability of the virtual TSN bridge, the network
topology and port identification, etc.

The integration architecture assumes that using TTs, a suf-
ficient level of integration can be achieved between 5G and
regardless of characteristics of 5G virtual bridges vis-à-vis
TSN bridges. In other words, the 5G system is perceived
to a large extent as a ‘wired’ deterministic communications
node. However, despite several optimizations specified in 5G
URLLC targeting low-latency and high-reliability communi-
cation, 5G systems still exhibit significant stochastic behavior
as compared to wired TSN bridges. This results in an inte-
gration that compromises either latency or reliability leading
to significant challenges for end-to-end deterministic com-
munications [66]. For instance, end-to-end traffic scheduling
in a 5G-TSN integrated network is non-trivial to implement.
A time-critical packet might miss the transmission opportu-
nity somewhere in the network path if the 5G system bridge’s
PDV is too high. The impact of PDV on scheduling can
be compensated to some extent using the hold-and-forward
buffers mechanisms at DS-TTs and NW-TTs [67]. However,
the actual implementation of such mechanisms in TTs is
not specified by 3GPP and is left open. It is not clear how
many queues (per buffer) will be required per TT, how traf-
fic classes will be mapped to them and how they will be
scheduled.

A further, fundamental challenge arises from the pivot
in cyber-physical systems toward edge computing. With
Industry 4.0, a control application is decoupled from the
physical platform and there has been a shift from specialized
hardware-based Programmable Logic Controllers (PLCs)
towards software-based controllers. Software controllers or
virtual PLCs (vPLCs) are consolidated on a cloud platform
in order to achieve flexibility and reduce costs. To guarantee
network performance for industrial control applications (e.g.,
motion control, robotics), the end-to-end latency between
the devices and the vPLC needs to be small and determin-
istic. To this end, the use of edge computing infrastructure
for hosting vPLCs has been proposed. The essence of the
edge computing paradigm is to perform computing tasks
at the network edge, i.e., closer to the source of data in
contrast to the traditional cloud computing approach where
computation is done in a small number of large data cen-
ters typically further away from data sources [8]. Due to
the proximity to the compute and storage, the application
response times are reduced along with bandwidth savings.
Therefore, by offloading industrial controllers to the edge
infrastructure, cost savings can be achieved while meeting
the delay requirements of closed-loop control. For instance,
joint offloading and resource allocation could be performed

through Multi-access Edge Computing (MEC) in Industrial
IoT (IIoT) environments [68].

The convergence of deterministic communications net-
works (e.g., URLLC, TSN, DetNet) with edge computing to
support time-critical applications in industrial environments
has been investigated recently. In [69] and [70], various 5G
deployment options are considered for integration with edge
computing. These works focused mainly on generic architec-
ture aspects while integration was treated especially from a
reliability perspective, but end-to-end support of determinism
and time-critical applications have not been the focus. The
major challenge here is to seamlessly orchestrate and con-
figure the compute and network resources across different
domains, i.e., edge computing, wired, wireless, etc., in an
integrated way, such that end-to-end application requirements
(e.g., latency, PDV and reliability) are met. The use of new
generations of (container-based) virtualization platforms and
the migration towards open and cloud-native 5G architecture
compromises latency and reliability objectives in 5G systems.
This hinders the achievement of seamless end-to-end deter-
ministic communications.

Another challenge to extending the edge architecture and
data plane toward supporting deterministic and reliable com-
munication is how to ensure predictable and deterministic
latency experienced by requests while traversing different
software layers in a virtualized environment [71], [72].
Moreover, the current cloud management platforms (e.g.,
Kubernetes) have limited capability to configure the cloud
execution environment (e.g., CPU scheduling, virtualized
network configuration) properly considering the application
requirements and TSN/DetNet configuration [70].

C. END-TO-END SECURITY
Ensuring a secure end-to-end flow of data between
cyber-physical continuum endpoints becomesmore challeng-
ing in dynamic, uncontrolled environments. It is especially
true when multiple heterogeneous technologies are involved
and the latency requirements are particularly vulnerable
to easy-to-exploit Denial of Service (DoS) attacks. Today
security solutions (e.g., firewalls) are not well adapted for
deterministic communications. They either need to be made
to work in real-time or the scheduling needs to consider the
additional delay. The latter is referred to as delay transparency
and it concerns delays due to access control, authorization,
authentication, etc. [73]. At a high level, the following aspects
need to be considered when conceiving security solutions
from an end-to-end perspective:

1. The requirement for the performance of security mecha-
nisms is not the same in the end-to-end communication
paths and in the edge.

2. Besides detecting attacks on time determinism, security
mechanisms also need to ensure that packet delivery and
consistency are not disrupted.

3. Applications requiring determinism have different
requirements that need different security levels.
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FIGURE 7. Illustration of the 5G-TSN integration architecture.

4. Time awareness mechanisms, e.g., time synchronization
solutions have a big attack surface and today only iso-
lated solutions specific to each communication technology
exist [24].

Due to the strict timing requirements of TSN/DetNet, poten-
tial vulnerability points are introduced in an integrated
5G-TSN network. For instance, the need for accurate time
synchronization in a TSN network makes DoS attacks very
effective, e.g., a time-critical flow can be disrupted by a
long PTP outage, slowDoS-type attacks can be sufficient to
disrupt sensitive applications [74]. Similarly, multiple TSN
flows shaped via IEEE 802.1Qbv could be impacted due to
one misbehaving node (e.g., not adhering to its configured
schedule). An attacker using a false identity might even mas-
querade as a genuine endpoint to connect to the network if
the authorization mechanisms are not adequate.

Security is heavily investigated in many 5G/6G research
projects (notably INSPIRE-5Gplus1 and HEXA-X2) but
these initiatives do not sufficiently address the end-to-end
perspective for deterministic networking [75], [76], [77],
[78]. Furthermore, few research efforts are ongoing to
develop security solutions for TSN/DetNet. In [79], the use
of the CBS algorithm (specified in IEEE 802.1Qav) for
protecting TSN-based car systems from DoS attacks by
allowing only valid traffic patterns (e.g., analyzed using
end-to-end latency and the number of frames) was inves-
tigated. Several other works considered 802.1Qci’s PSFP,
for instance, [80] presented a survey that compares works
related to AVB and TSN security. In [81], DoS attacks were
identified as the biggest hidden danger that needs to be
considered in the design of TSN architectures. A PSFP-
based anomaly detection system was designed and evaluated
by the authors. Authors in [82] investigated a centralized

1https://www.inspire-5gplus.eu/
2https://hexa-x.eu/

solution for policy management and also combined TSN
stream configuration with dynamic Secure Group Tags (SGT)
to achieve end-to-end security in TSN by enabling the defini-
tion and enforcement of an access policy on all the network-
ing devices [83]. The vulnerabilities in the IEEE 1588 PTP
were studied and the need for a monitoring unit was identified
that compares clock offsets/delay measurements provided
by numerous secondary devices [84]. These measures only
tackle a specific aspect of security and do not propose a global
security-by-design architecture that encompasses end-to-end,
adaptive, differentiated, multi-domain, multi-provider, multi-
stakeholder security that will be needed in next-generation
deterministic networks.

Standards to improve security in deterministic networking
have been developed such as IEC 62243 [85] and IEEE
802.1Qci [86]. IEC 62243 introduces a functional reference
model with five security levels, segmenting them into zones
and conduits, and defining the main requirements for system
security. Zones regroup physical and functional assets with
similar security requirements, and conduits support com-
munication between the zones. IEEE 802.1Qci introduces
Per-Stream Filtering and Policing (PSFP), which detects
whether a stream violates the defined behavior and takes mit-
igating actions accordingly. The concept of defense-in-depth
is also introduced. With respect to DetNet, RFC 9055 spec-
ifies the different security mechanisms of the IETF norm
where potential security threats are analyzed and mitigation
is provided by path redundancy, encryption, dummy traffic
insertion, integrity protection, node authentication and con-
trol message protection [87].

D. SCALABLE/FLEXIBLE VERTICAL INTERFACING
To support a cyber-physical continuum over a heterogeneous
infrastructure (e.g., TSN, 6G, DetNet), scalable interfaces are
required that support dynamic and automated configurations
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and reconfigurations. This is challenging particularly when
the infrastructure is sourced from multiple vendors and mul-
tiple communication technologies that might differ from each
other in terms of their QoS mechanisms. OPC UA FX has
been addressing the interoperability challenge to some extent.
However, current OPC UA mechanisms towards determin-
istic communications exclusively relate to TSN networks,
require manual configuration of devices and support only
static scenarios. From an automation perspective, several
extensions to OPC UA FX are planned that will allevi-
ate bottlenecks. OPC UA FX ‘‘Offline engineered TSN’’
will allow for device specifications that can be incorporated
during the planning phase such that engineered traffic dur-
ing the planning phase can meet end-to-end QoS targets.
With OPC UA FX ‘‘Plug&Produce TSN’’ system specifi-
cations are further enhanced to allow engineered traffic to
meet end-to-end quality of service requirements based on
the actual network topology and resource utilization. Thus,
device configuration will be eased through these extensions
from fullymanual configuration during the installation phase,
over configurations generation through planning tools and
automatic configuration download to devices, to a fully auto-
mated reconfiguration at runtime. Taking these developments
into account, still further significant steps need to be taken
towards truly scalable provisioning of a cyber-physical con-
tinuum, mainly related to stochastic uncertainties. On the
communication side of end-to-end systems, reconfigurations
might become necessary due to changing communication
characteristics. Therefore, a more comprehensive definition
of allocatable applicationQoS levels and potentially available
network guarantees are required. To this end, QoS mech-
anisms for deterministic communications technologies (i.e,
6G, TSN and DetNet) and their parameter mapping need
to be abstracted by defining network guarantees (for indi-
vidual traffic types) and related network policies (potential
concurrent combinations of network guarantees). Also, it is
unclear how a specific mapping of application-level QoS to
network policies translates into parameter settings across a
network consisting of heterogeneous communication tech-
nologies (e.g., integrated 5G/6G-TSN network). Expanding
on this end-to-end view, an area entirely untouched to date
is the aspect of expressing application characteristics as
well as compute capabilities through corresponding inter-
faces/standards. Subsequent interfaces for configuration and
dynamic management will be required as well.

IV. VISION TOWARD NEXT-GENERATION DETERMINISTIC
COMMUNICATIONS SYSTEMS
While the last decade has seen a significant increase in atten-
tion towards deterministic communications in wireless and
wired networks, it is clear today that these efforts must be
seen as an initial stage rather than a final one. 5G URLLC,
TSN and DetNet represent remarkable technological devel-
opments as of today and have been picking up commercial
applications in respective domains and verticals. Neverthe-
less, it is also a fact that industrial adoption has been slower

with respect to all three technologies than perhaps antici-
pated several years ago. This is despite the growing number
of applications requiring deterministic communications ser-
vices and support. As argued in the above section, two main
goals need to be achieved in the further evolution of deter-
ministic communications.

Traditional communication systems, including 5GURLLC,
have focused on enhancing Key Performance Indicators
(KPIs) such as latency and reliability. For instance, 5G
URLLC promises a remarkable 1 ms latency at a 99.999%
reliability under specific known and stationary channel and
traffic models [88]. The future of deterministic communica-
tions systems lies in leveraging predictability to proactively
optimize resources and manage traffic to fulfill CPS appli-
cation requirements even in dynamically changing network
conditions. Moreover, 6G systems will embrace further
adaptability in application operation modes, i.e., applications
will be able to dynamically adjust modes of operation based
on real-time network conditions and application require-
ments [12]. This flexibility allows applications to respond
promptly to changing circumstances, ensuring seamless sup-
port for diverse CPS applications. This approach of enabling
deterministic communications in 6G systems will rely
on various technological enhancements targeting different
domains in the communications and compute infrastructure
as discussed next. The key differences between traditional
communications systems and next-generation deterministic
communications systems are listed in Table 2.

In the following, we outline potential technical enablers to
address the key challenges of deterministic communications,
namely (i) Machine Learning (ML)-based system character-
ization; (ii) 6G system evolution; (iii) Digital twinning and
awareness; (iv) Wireless- friendly integration of TSN and
DetNet; (v) end-to-end time synchronization; (vi) determin-
istic communications and compute integration; (vii) Security
by design; and (viii) OPC UA extensions. The vision of
the next-generation deterministic communications systems
architecture along with the technical enablers is illustrated in
Figure 8. It is worth pointing out that these are not limited
to specific parts of the communication infrastructure; rather
they target enhancements to different parts of the compute
and communication infrastructure.

A. ML-BASED SYSTEM CHARACTERIZATION
A key success factor to future deterministic communications
systems is the efficient integration of stochastic elements
along an end-to-end path as they arise in the context of
cyber-physical systems, i.e., including wireless links as well
as edge and cloud computing elements. It is evident that
such an efficient integration can only be facilitated if the
probabilistic latency/reliability nature of such elements is
accounted for, in contrast to today’s static link characteriza-
tions for instance in TSN which mask stochastic behavior
by advocating seemingly deterministic link specifications.
However, from a characterization point of view, this opens
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TABLE 2. Comparison of the traditional communications systems and the next generation determinsitic communications system.

FIGURE 8. A vision for the architecture of the next-generation deterministic communications.

up the question of how stochastic elements can be captured in
their respective features. As discussed in Section III, model-
based approaches to characterize such stochastic elements
fall short of being applicable to real systems. It is likely that
data-driven machine learning methods will have to be lever-
aged in combination with corresponding architectures that
facilitate efficient data collection and distribution. Machine
Learning has seen over the last five years a steeply increasing
interest with respect to its study in various different uses for
theoretic systems [89] as well as real communication systems,
for instance, with respect to resource allocation [90], [91], the

substitution of individual functions of transceiver structures
[92], [93], the substitution of entire transceiver structures
in particular through variational autoencoder approaches,
as well as with respect to the application layer when it
comes to federated learning [94], [95]. However, for future
deterministic communications systems, several architectural
and system aspects need to be taken into account. Firstly,
ML schemes must accurately capture tail probability dis-
tributions of relevant KPIs (e.g., latency) to ensure reliable
performance. In [96], authors have proposed a framework to
predict network KPIs in 5G networks for three different use
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case scenarios by exploiting ML methods such as probabilis-
tic regression, anomaly detection and predictive forecasting.
However, the high-reliability requirements of CPS appli-
cations require accurate system characterization in higher
quantiles (i.e., > 99.999%) regions of latency distribution.
To this end, authors in [97], proposed the use of mixture den-
sity networks (MDNs) combined with extreme-value theory
to estimate the latency probability distributions, especially
the tail latencies, conditioned on network parameters. Sec-
ondly, there is a need to develop lightweight approaches
for training data and runtime retraining specifically tailored
for 6G systems. For instance, authors in [98], proposed a
framework called Dispersed Federated Learning (DFL) for
achieving robust Federated Learning along with efficient
communication resource utilization and enhanced privacy
preservation. Lastly, insights gained from these challenges
must be translated into transceiver designs that support
predictability. Different transceiver designs will exhibit vary-
ing levels of ML-based predictability, with corresponding
characteristics influencing the predictability profiles [99].
Addressing these challenges will be crucial for enhancing
predictability through the use of ML in future deterministic
communications systems.

B. 6G SYSTEM EVOLUTION
5G systems today are subject to various deficiencies when
it comes to the support of deterministic communications on
the air interface. Most importantly, the PDV remains quite
high in 5G systems. Even with the introduction of URLLC,
typical PDVs are in the range of milliseconds because of
difficult to control complex spatial and temporal dynam-
ics in wireless communications. While these variations are
strongly improved in comparison to corresponding values
from LTE, they are still no match in comparison to the
corresponding PDVs of TSN for instance over an Ethernet
connection (which is typically in the range of a fewmicrosec-
onds). 6G system evolution aims at enabling spectral and
energy-efficient deterministic communications much beyond
5G URLLC capabilities. To this end, 6G systems are likely
to define features that address these challenges, requiring
6G transceivers to be built for high-precision time delivery
of packets with high reliability, and the entire transmission
system to be revisited with respect to reducing PDV. High-
speed millimeter wave (mmwave) and Terahertz (THz) radio
communication interfaces would further evolve in 6G to
enable low-latency wireless transmissions. Wireless reliabil-
ity in 6G could be further enhanced by employing diversity
techniques such as multi-carrier schemes [100], multiple
transmission and reception points (mTRP) [101] and coop-
erative relaying through device-to-device communications
[99]. Features like AI/ML-based predictive beam manage-
ment could be used to address uncertainties in link quality
[102]. In contrast to the above enhancements, de-jittering
mechanisms (e.g., hold and forward buffering) can signifi-
cantly address PDV compensation without compromising on

spectral efficiency [103]. By this, 6G systems will enable
easier integration into technologies like TSN and DetNet.
A second step in 6G systems might be the redefinition of
measures to achieve URLLC characteristics with a particu-
lar focus on mechanisms that improve the predictability of
wireless communications. To this end, mechanisms could be
enhanced that monitor and/or contain all sources of commu-
nication uncertainty. For instance, besides inherent wireless
channel uncertainties, interference is a major source of uncer-
tainty in wireless communications [104], [105], [106], [107],
opening the possibility for scalable, field-deployable and
predictable wireless interference control. Channel predictions
in 6G will be further enhanced by fusing non-RF modalities
(e.g., color and depth images) andRFmodalities [88]. Finally,
the commercialization success of URLLC today is partially
precluded due to the high cost of corresponding terminal-
related chipsets. 6G systems will address these issues and
can be expected to reduce the involved costs while achieving
URLLC performance.

C. DIGITAL TWINNING AND AWARENESS
Considering the wireless-friendly implementation of an end-
to-end deterministic communications system, some control
measures must be provided to improve PDV or QoS algo-
rithms such as scheduling, prioritization, and similar. Most
importantly, the environment of the wireless communica-
tion system can allow or hinder a seamless constant quality
communication, which needs to be addressed. The standard
approach is to use long-term statistics in specific scenarios
and consider an approximation of the channel conditions
depending on the channel model being considered. Of course,
existing channel measurements and channel estimations are
already helping to provide high communication quality. But a
leap forward is essential to derive communication parameters
from the environmental observations, which means predict-
ing channel behavior based on those observations to make
use of rerouting, replanning, or rescheduling ahead of a
potential loss in the line of sight or similar factors. The
observations can be made by a wide field of sensing for
communication which helps the communication system to
provide an uninterrupted communication service. Therefore,
it is beneficial to have sensing technologies integrated with a
6G communication system, to enable enhanced TSN-AF and
CNC interactions that plan ahead and can anticipate effects
of, e.g., changing access channel conditions. Obviously, stan-
dards need to be provided for different sensor technologies
so that sensors from different manufacturers can provide
standardized data for sensor fusion and can be integrated into
the communication system with or without ML. This helps to
reduce the variance of stochastic components in the wireless
communication system as more and more of the time-varying
changes in the environment can be considered and processed.
Additionally, it is possible to use UEs themselves as sensing
devices to generate coverage maps for path planning, route
planning, or similar tasks. Current technology developments
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for 6G are allowing to influence of the channel and coverage
map via Reconfigurable Intelligent Surfaces (RIS) so that
nearly line of sight quality can be reached if an alternative
path via RIS can be used [108]. This environmental awareness
can drive the network as an active component in the 6G sys-
tem which provides better control of stochastic parameters in
wireless systems in general for an improved communication
quality.

In order to realize such awareness functions in future
systems, digital twins (DTs) are seen as technical enablers.
A DT is a virtual representation of real-world entities and
processes [109]. It is based on models and data structures
to describe the state, observations, and relations of real-
world objects. By continuous data collection about real-world
objects, the digital twin can maintain an up-to-date view of
physical reality. Digital twinning is generally expected to
play an increasing role in many fields in the future [110]
and is one enabler for establishing the cyber-physical contin-
uum [10]. Mobile networks can include sensing capabilities
while positioning of the mobile user equipment is one such
capability that has been supported and evolved formobile net-
works for a long time. With 5G it is possible to provide e.g.,
high precision positioning for UEs in a factory environment
[44], [111]. For 6G significantly richer sensing capabilities
are envisaged, which are investigated under the concept of
Joint Communication and Sensing (JCS) [110], [112], [113].
Radar-like capabilities could be provided by 6G or support
for Simultaneous Localization and Mapping (SLAM). DTs
can also be integrated into the 6G system (i.e., a 6G DT),
to monitor, plan and optimize the network operation [114].
It can be used for a range of use cases such as communica-
tion service assurance, advanced radio network planning, and
performance prediction.

Both environmental and situational awareness can be use-
ful for the 6G network and the CPS. For instance, they can
be useful for the 6G network to estimate the spatial availabil-
ity of communication service to external users whereas for
CPS, they can monitor the surroundings of human workers
in a shopfloor and predict expected behavior. CPS digital
twins may in addition have other sources to create situational
awareness such as the digital twin of a factory connected to
a machine vision system from which environmental informa-
tion can be obtained. However, environmental and situational
awareness are unexplored areas that require further investiga-
tions on the design of 6G CPS interactive architecture.

D. WIRELESS-FRIENDLY 6G INTEGRATION WITH
TSN AND DetNet
Today’s integration of 5G systems into TSN is imple-
mented in a way that 5G systems assimilate to the system
characteristics of TSN standards, i.e., 5G systems project
themselves as ‘wired’ deterministic communications nodes.
Similar work has been initiated within 3GPP in support
of DetNet. However, despite the efforts of 3GPP to intro-
duce more deterministic communications modes in 5G like

URLLC, 5G systems are still subject to substantial sources
of randomness due to their wireless nature. As a result,
when integrating into TSN or DetNet today, either 5G sys-
tems need to compromise on determinism while preserving
wired node-like latencies or they need to compromise on
latency while preserving determinism. Wireless-friendly 6G
integration with TSN and DetNet refers to the method of
seamlessly incorporating wireless systems, such as 5G or
future 6G networks, intowired deterministic communications
systems (e.g., TSN and DetNet). This approach takes into
consideration the inherent disparities in the characteristics of
the individual technologies, ensuring smooth interoperability
and efficient coexistence. Thus, a central aspect in the next
generation, of converged deterministic communications will
be to account for the differences in characteristics of the wired
TSN bridge and the 6G virtual TSN bridges in an efficient
manner. For instance, bridge capabilities exposed by a 6G
system to, for instance, a TSN CNC will have to be more
representative of the wireless system behavior rather than
modeling it as a wired TSN bridge. Metrics like maximum
and minimum delay between port pairs are thus not sufficient
to capture the latency-reliability characteristics of wireless
bridges. In future architectures, richer node characteristics
will have to be exposed. These characteristics could be
obtained via ML-based characterization, as discussed above,
and would include for every port-pair, e.g., the quantiles
for the expected latency, the prediction horizon, confidence
interval, etc. Using these node characteristics, a deterministic
communications scheduler can generate end-to-end sched-
ules for the TSN/DetNet nodes and QoS mapping for the 6G
system. The focus of past research has been on the scalability
of the scheduling methods or on optimizing a criterion, e.g.,
minimizing the number of resources (queues) used, reducing
the flow span, etc [115], [116]. However, for future wireless-
wired integration, the scheduler design and control plane
interactions will have to be revisited. In particular, robustness
against PDV from a wireless bridge could be taken into
account while generating end-to-end schedules. To this end,
a more dynamic model is needed between network nodes and
the CNC interactions.

A further necessity regarding wireless-friendly integration
is to better accommodate changes in these characteris-
tics. When bridge characteristics change, a new interaction
between a 6G bridge and the TSN CNC will have to be
triggered, leading to a replanning of the traffic handling for
all flows passing through this bridge. Fast fluctuations of
wireless transmission may be covered by a larger PDV and
do not require a new interaction with the CNC. However,
a change in the carrier frequency of a UE (e.g., between
3.7 GHz and 26 GHz) implies a different characterization
of the latency behavior for the port of the virtual bridge
represented by the UE. Also, when UEs are connected to or
disconnected from the UPF, new bridge ports are added or
removed.

All these events lead to interactions with a TSN CNC
causing a possible replanning of many traffic flows. Resource
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allocation approaches will be required that can efficiently
handle this replanning efficiently (even when faced with
100s of connections as typically being the case with 5G and
certainly 6G wireless cells).

E. END-TO-END TIME SYNCHRONIZATION
As discussed above, future deterministic communications
services will encompass heterogeneous wired-wireless
infrastructures along with multiple application domains.
To ensure resilient time synchronization over these hetero-
geneous infrastructures, the future systems should not only
address large variations in synchronicity needs from various
cyber-physical applications but also ensure their smooth
functioning in the event of failures.

Solutions need to be designed to ensure the tight syn-
chronicity budget of future wired-wireless 6G systems by
minimizing the time between the ingress and egress of the 6G
systems. In the context of 5G-TSN, the current synchronicity
budget requirement according to the Release 17 specifica-
tions is 900 ns, which is expected to become more stringent
with the evolution of new 6G use cases.

The current standardization efforts in TSN and 3GPP
focused on minimizing the time error budget and providing
resilient time synchronization. The 5G time-sensitive com-
munications [117] provide procedures on how to use the
5G system as a relay, a boundary or a transparent clock for
5G-TSN. The need for fault-tolerant time synchronization
is currently being addressed in IEEE P802.1ASdm – hot
standby amendment [118]. The resilient time synchronization
should be carefully designed to incorporate redundant GM
and redundant domains to ensure minimum time synchronic-
ity budget and provide a seamless transition from the primary
time domain to the hot standby time domain in case of
failures.

Finally, most time synchronization techniques are not
designed with security in mind. Hence, given the tight syn-
chronicity demands of the 6G use cases, time synchronization
is subject to a large attack surface, which is likely to increase
as systems will be increasingly deployed in uncertain envi-
ronments. Solutions need to be designed to provide secure
transmission of timing messages from the E2E perspective to
avoid scenarios where adversaries could delay or manipulate
time exchange messages [119], [120].

F. DETERMINISTIC COMMUNICATIONS AND COMPUTE
INTEGRATION
With respect to edge computing, one major need is to
move towards real-time cloud computing, to give rec-
ommendations on how to design and offer deterministic
edge computing services for deploying reliable and time-
critical applications on the edge. This has to cover archi-
tectural, but also deployment aspects of how the edge
computing domain and the deterministic communications
network should be integrated by considering the possible
combinations of different types of 3GPP Non-Public NPNs,

deterministic communications network options (TSN, Det-
Net) and edge computing deployment models.

Regarding resource orchestration, the aim will be to
develop a framework for the federated handling of resources,
covering the edge computing domain, the wireless and wired
networks, and the centralized data center by considering the
application requirements. Furthermore, the framework could
be extended to cover a spectrum of cloud resources, including
public and private cloud resources provided as hybrid cloud
and also a variety of edge computing resources of differ-
ent sizes and positioned in different locations, sometimes
referred to as near edge resources (on-premises/customer,
regional) and far edge resources (application/storage server
sets, gateways, special devices, etc.). The variety of edge
computing resources, local and central (datacenter) cloud
resources form what can be called the edge-to-cloud resource
continuum. The integration and use of such an edge-to-cloud
resource continuum in the resource orchestration framework
can be considered one of the key elements for building a
cyber-physical continuum. Also, requirements and strategies
need to be investigated for how timing guarantees in the cloud
platform can be ensured by cloud resource management (e.g.,
CPU allocation, scheduling of virtual resources) in order
to ensure deterministic operation. Furthermore, to ensure
end-to-end deterministic communications (e.g., with IEEE
802.1Qbv Scheduled Traffic) some real-time user plane sup-
port functionality should be deployed in the virtualized
domain, which can perform traffic scheduling according to
the specified IEEE 802.1Qbv traffic rules and to support time
synchronization. A further need is to cover the integration
of network and cloud reliability by considering the TSN and
DetNet reliability features.

Finally, the user plane, control plane and orchestrator
aspects should also be considered for real-time support of
edge computing, where the virtualized TSN or DetNet func-
tions and the application instances/components have to be
orchestrated in a federated way. Hence, it is required to
deploy some network control plane entities into the virtu-
alized domain which is linked to cloud management. New
interfaces would also be needed which can allow the deep
and seamless integration of the edge computing orchestration
resource management system toward the control plane of the
deterministic communications network segment.

G. SECURITY-BY-DESIGN ARCHITECTURE
In 6G deterministic communications systems, traditional net-
work security (e.g., firewalls, IDS, etc.) mechanisms may not
be directly applicable because they introduce a significant
amount of latency and PDV to time-critical flows.

Therefore, future communication systems need to move
away from security-enhanced (patchy technologies) towards
security-by-design systems where security and privacy are
enabled for time-critical applications as needed. Key secu-
rity concepts like trust, trustworthiness (e.g., automation and
ML techniques used), root cause analysis, liability, redun-
dancy, etc., need to be integrated with such systems as
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well as end-to-end performance-awareness, high-precision
telemetry, and security filtering. For instance, authors in
[121] proposed to use an ML-based approach to estimate
the probability of failures in order to configure packet
replications through FRER only on the required links. To sup-
port security adaptability and differentiation for different
devices and grouping of streams into zones and conduits,
specialized security functions and techniques are needed.
Security assessment (using scalable and adaptable monitor-
ing) of the end-to-end deterministic network chain will allow
for improved trust, trustworthiness, liability, resiliency, and
reliability. Furthermore, detection and remediation strate-
gies could be improved using ML techniques (e.g., Fed-
erated Learning and Multi-access Edge Computing) that
use features extracted from the different networking layers
and locations to enable cross-layer anomaly and intrusion
detection.

The security-by-design architecture needs to consider the
security enablers defined in INSPIRE-5Gplus, namely for
collecting the features needed, analyzing them (e.g., using
AI or other techniques) and reacting to attacks. However,
these need to be improved and adapted to the deterministic
and latency requirements. To do this, new techniques need
to be introduced that include In-Band Telemetry that allows
for the collection and reporting of network state directly
from the data plane in programmable switches (e.g., using
the P4 network device programming language). Furthermore,
since these techniques will negatively impact the latency, the
security functions must also allow for managing different
security levels and finding the best compromise between the
risks and costs, including finding an optimal solution that
does not need to systematically analyze every packet.

H. OPC UA EXTENSIONS
As outlined in Section III.IV, the next generation of interfaces
for the cyber-physical continuum will have to significantly
extend in terms of scalable characteristics in heterogeneous
infrastructures. Within OPC UA FX, IEC/IEEE P60802
and IEEE P802.1Qdj, there are already steps planned to
expand interfacing between, and mapping of, the application
layer and network layer to ensure automated configurations.
However, going beyond that, we envision in the future the
focus to be even stronger on dynamic mappings of (static
as well as time-varying) application QoS requirements (or
requirement ranges) to time-varying network QoS capa-
bilities (or probability density functions thereof). Efficient
technology integration as well as predictable infrastructures
will enable characterizing stochastic end-to-end network
capability ranges, from which applications might choose
one out of several operation points. However, this requires
a more stringent representation of such capabilities, while
also requiring applications to provide such ranges through
future interfaces. As application requirements and network
capabilities evolve over time, such mappings will have to be
revisited frequently, with corresponding changes to resource

allocations, scheduling policies and potentially routing paths.
Assuring seamless application performancewhile negotiating
and choosing these mappings at runtime will have to be taken
into consideration as well. Finally, within the same direction
such dynamic mappings will have to also include the descrip-
tion of compute requirements as well as the possible compute
capabilities at run-time for edge-cloud infrastructures. As of
today, this will go significantly beyond what is within the
foreseeable realm of OPC UA FX.

V. CONCLUSION
Fueled by the digital transformation of societies and innova-
tive use cases such as adaptive/mobile industrial automation,
XR and wearable robotics, a convergence process is ongoing
towards a cyber-physical continuum. Communication and
compute infrastructures of today are not capable of efficiently
integrating these upcoming use cases despite the substantial
emphasis on latency and reliability of communication and
compute systems and infrastructures over the last decade.
Instead, a fully converged end-to-end deterministic commu-
nications infrastructure is required to support the upcoming
cyber-physical continuum, whereas scalable operation and
service provisioning will ensure efficient implementation of
the continuum. Four main challenges need to be overcome
to realize such future systems: Predictability of stochastic
communications, end-to-end technology integration of sys-
tems such as 5G URLLC, TSN and DetNet along with Edge
computing and OPC UA, end-to-end security provisioning
over heterogeneous infrastructures, as well as defining new
scalable, vertical interfaces for CPS characterization towards
future infrastructures. Different technology enablers exist
today that have the potential to overcome these challenges,
namely native 6G evolution, wireless-friendly integration 6G
with TSN and DetNet, security by design, digital twinning,
data-driven characterization of stochastic system features,
as well as more efficient integration of edge computing into
communication infrastructures. Today, there is a window
of opportunity to pave the way towards leveraging these
enablers in future 6G networks.
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