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Abstract—Industrial cyber-physical systems require depend-
able network communication with formal end-to-end reliability
guarantees. Striving towards this goal, recent efforts aim to
advance the integration of 5G into Time-Sensitive Network-
ing (TSN). However, we show that IEEE 802.1Qbv TSN sched-
ulers that are unattuned to 5G packet delay variations may
jeopardize any reliability guarantees provided by the 5G system.
We demonstrate this on a case where a 99.99% reliability in the
inner 5G network diminishes to below 10% when looking at end-
to-end communication in TSN. In this paper, we overcome this
shortcoming by introducing Full Interleaving Packet Schedul-
ing (FIPS) as a wireless-friendly IEEE 802.1Qbv scheduler. To
the best of our knowledge, FIPS is the first to provide formal end-
to-end QoS guarantees in wireless TSN. FIPS allows a controlled
batching of TSN streams, which improves schedulability in
terms of the number of wireless TSN streams by a factor of
up to ×45. Even in failure cases, FIPS isolates the otherwise
cascading QoS violations to the affected streams and protects
all other streams. With formal end-to-end reliability, improved
schedulability, and fault isolation, FIPS makes a substantial
advance towards dependability in wireless TSN.

I. INTRODUCTION

Time-Sensitive Networking (TSN) and 5G are widely recog-
nized as key enabling technologies for dependable (wireless)
industrial networking [1]. Envisioned use cases — like net-
worked control systems to govern a fleet of automated guided
vehicles (AGV) [2], [3] — require ultra-reliable low latency
communication, making end-to-end reliability and end-to-
end latency the key performance indicators for dependability.
3GPP defines the reliability of a stream as the percentage of
frames that arrive within their time constraints [4]. However, it
is crucial to note that 5G reliability solely pertains to the inner
mobile networks and does not provide end-to-end reliability
in TSN. Neglecting this difference can nullify any quality-
of-service (QoS) guarantee made by the 5G system. For
instance, our simulation results show a 99.99% 5G reliability
plummeting to an end-to-end reliability of below 10%.

Time-Sensitive Networking captures a set of standards under
IEEE 802.1, ranging from a general TSN bridge specifica-
tion [5] to specific profiles for industrial automation [6]. In
this work, we focus on scheduling time-triggered streams
in networks with both wired and wireless elements. Time-
triggered traffic is periodic and specifies its QoS requirements
through bounded end-to-end reliability, end-to-end latency,
and arrival time jitter. Compared to analytical techniques that
inspect the guarantees of a given schedule (e.g., network
calculus [7]) or frameworks that provide network diagnostics

(e.g., fault localization [8]), we consider the problem of
synthesizing a schedule that satisfies given QoS requirements.
For this purpose, we employ the IEEE 802.1Qbv Time-Aware
Shaper (TAS) [9] to forward frames according to precise
timetables, called gate control lists (GCLs), along each hop.
Computing GCLs that satisfy the QoS requirements of all
streams is, in general, an NP-hard optimization problem.

An extensive body of research exists on synthesizing GCLs
in wired TSN, e.g., with ILP solvers [10], SMT solvers [11],
(meta-)heuristics [12], or deep learning [13]. However, TAS
is highly susceptible to runtime uncertainties, with timing
inaccuracies in the range of mere microseconds or sporadic
frame loss causing total schedule breakdowns [14]. In com-
parison, 5G introduces stochastic packet delays with variations
that are often in the range of milliseconds [15]. This makes
conventional scheduling techniques with deterministic system
models unsuitable (e.g., the above [10]–[13]), as they would
have to rely on (non-robust) scalar or worst-case 5G channel
assumptions. In alignment with state-of-the-art solutions of re-
lated scheduling domains [16], [17], we therefore advocate for
moving towards stochastic and robust scheduling approaches
that can provide formal end-to-end QoS guarantees.

Within this context, we introduce Full Interleaving Packet
Scheduling (FIPS) as a wireless-friendly IEEE 802.1Qbv
scheduler that does not rely on non-robust 5G channel as-
sumptions. Instead, FIPS computes 5G packet delay budgets
(PDBs) based on the streams QoS requirements and the 5G
link information, e.g., through packet delay histograms. PDBs
specify the target delay for the 5G system and are of the form:
“With a 5G reliability of 99.99%, the 5G packet delays for
stream F are lower- and upper-bounded by the budget interval
[3ms, 15ms].” Under the condition that the 5G system satisfies
this requirement, FIPS extends the QoS guarantees end-to-end,
for example, to: “With an end-to-end reliability of 99.99%,
each frame of F arrives at the TSN listener with a latency
below 20ms and jitter below 100 µs.”

We summarize our main contributions as follows:
Formal End-to-End QoS: FIPS computes TSN configu-

rations that are robust against bounded runtime uncertainties,
yielding (provable) end-to-end QoS guarantees as above.

Fault Isolation: Errors do not cascade through the entire
network but stay isolated to the affected streams. In particular,
FIPS continuously upholds the QoS of wired streams even if
the 5G system can no longer sustain the 5G PDBs.

Improved Schedulability: FIPS relaxes conventional tem-
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poral isolation constraints from IEEE 802.1Qbv scheduling
techniques in wired networks [12], [14]. Our evaluations show
that this relaxation improves schedulability in terms of the
number of wireless streams by a factor of up to ×45.

The remainder of this paper is structured as follows: Sec-
tion II discusses related work. Section III provides background
on 5G/TSN and defines our system model. Section IV captures
the problems of current IEEE 802.1Qbv scheduling techniques
in wireless TSN and summarizes our problem statement.
Sections V and Section VI introduces the concept of robust
scheduling and defines FIPS. Finally, Section VII contains our
evaluation results and Section VIII concludes this work.

II. RELATED WORK

Scheduling in IEEE 802.1Qbv is closely related to other
NP-hard optimization problems. We therefore review literature
both within and outside of the TSN scheduling domain.

A. Scheduling in Time-Sensitive Networks

System components in wired Time-Sensitive Networks are
often modelled to be strictly deterministic to configure the
IEEE 802.1Qbv GCLs [10]–[13]. Approaches that consider
uncertain runtime behavior most commonly focus on time syn-
chronization errors [14], [18], [19], sporadic frame loss [14],
[20]–[22], or permanent link failures [22]–[25]. While these
solutions remain applicable in wired network partitions, none
of them are designed to cope with non-negligible 5G packet
delay variations in the range of milliseconds.

Out of the above solutions, [12] and [14] are most closely
related to our approach and considered as state-of-the-art in
wired TSN. The authors strictly separate frame transmissions
to isolate potential transmission faults and can account for
bounded clock skew. While their temporal isolation constraints
can be extended to cover 5G packet delay variations, our
measurements show that these extensions do not scale in terms
of the number of accepted wireless streams. FIPS improves
schedulability by allowing a controlled batching of streams.

The approaches in [26] and [27] aim to advance the in-
tegration of 5G and TSN by allowing the IEEE 802.1Qbv
scheduler to allocate 5G resource blocks for wireless streams.
However, they rely on scalar (e.g., average, median, or maxi-
mum) 5G packet delays, for which we demonstrate that they
cannot provide any end-to-end QoS guarantees. Moreover, we
argue that 5G-internal resource management (e.g., resource
allocation [28], link adaptation [29], and QoS provisioning
in 5G vRAN [30]) remains a complementary task by itself.
Compared to requiring the 5G system to expose its internal
state, we therefore design FIPS to work with 5G PDBs.

More recently, the authors of [31] recognized the problem
of cascading faults under non-robust TSN configurations. They
propose a shielding mechanism that discards frames with
unexpected delays if they endanger the latency guarantees
of other streams. Complementary to their approach, FIPS
computes TSN configurations with an increased tolerance for
delay variations (i.e., as captured by the 5G PDBs), preventing
excessive frame loss caused by such shielding mechanisms.

B. Scheduling with Uncertainty in Related Domains

Outside of the TSN literature, state-of-the-art scheduling
solutions in multi-hop networks provide remarkable near-
optimal latency and reliability guarantees [16], [32]. However,
they often assume high-cost forwarding buffers, e.g., one
dedicated buffer per stream per bridge [32]. This makes them
unsuitable for scheduling in TSN, where each egress port is
equipped with a maximum of eight FIFO queues.

Job-shop scheduling covers a vast research domain that en-
counters similar obstacles when transitioning from determin-
istic to uncertain task durations; a survey is provided in [33].
For instance, Dı́az et al. [17] showed that unattuned (e.g.,
scalar) approaches are not robust against runtime uncertainty.
In alignment with their observations, FIPS is designed to
compute TSN configurations that are robust against bounded
uncertainty intervals, as captured by the 5G PDBs.

III. BACKGROUND AND SYSTEM MODEL

Next, we provide an overview of relevant standards for
Time-Sensitive Networking (TSN) and its proposed integration
with 5G. We then introduce our system model and define the
end-to-end QoS requirements for streams in wireless TSN.

A. Time-Sensitive Networking

TSN is a set of IEEE 802.1 standards to provide real-time
communication in Ethernet networks with bounded latency and
low packet delay variations for each stream. Streams originate
at exactly one talker, traverse multiple bridges, and terminate
at one or more listeners. To schedule time-triggered streams,
we consider a centralized network controller (CNC) [34] with
a global view of the network and streams to configure the TSN
mechanisms (as described next) at each bridge. Moreover, we
assume a bounded clock skew between network devices [35]
and that talkers are synchronized to the network schedule.

For time-triggered streams, i.e., periodic traffic with fixed
frame sizes, two TSN mechanisms are of central interest: the
Time-Aware Shaper (TAS) [9] and Per-Stream Filtering and
Policing (PSFP) [36]. Fig. 1 illustrates the operation of TAS
and PSFP for a bridge. When a frame f arrives at the bridge
u, each frame is first mapped to its corresponding TSN stream

PSFP R

ingress port configured by the CNC

· · ·
≤ 8 queues

0 1 7

c c o

egress port

TAS SGCL

time gates

[0, t0) oo. . .o
[t0, t1) cc. . .o
[t1, t2) cc. . .o
[t2, H) co. . .c
[t1, t2) cc. . .o

o = open
c = closed

Fig. 1: Port-to-port model of TSN bridges with Per-Stream Fil-
tering and Policing (PSFP) and the Time-Aware Shaper (TAS).



via its source/destination MAC address, VLAN identifier, and
priority code point (PCP) value. PSFP then verifies that the
frame adheres to the stream specification, i.e., by arriving
within an expected interval R

(
u, f

)
= [rxmin, rxmax]. If

a violation is detected, the frame is discarded; otherwise
the frame is enqueued. To determine the queue where f is
appended, the bridge consults its forwarding table (specifying
the egress port) and the 3-bit PCP value in the frame’s header
(specifying one out of eight FIFO queues per egress port).

When the egress port is free, TAS uses gates (one per queue)
to select the next frame for transmission. Whether the gates
are currently open or closed is determined by the active entry
in the gate control list (GCL). While finding suitable GCLs is
a computationally hard problem that is done by the CNC in
advance, they simplify the transmission selection at runtime:
TAS selects the frame at the head of the highest-priority queue
that is non-empty and has an open gate. In the case of Fig. 1,
the third GCL entry is currently active and only opens the gate
of the highest-priority queue; this allows the first frame of the
queue to be forwarded without any delays from lower-priority
traffic. Finally, note that the GCL is also periodic and repeats
after the least common multiple of the streams’ periods; we
call this the hypercycle H of the TSN configuration.

B. The 5G System as a Logical TSN Bridge

To provide the same TSN mechanisms in networks that
require both wired and wireless elements, e.g., free-moving
robots in an industrial setting, 3GPP recently standardized
an architecture to expose the 5G system as a logical TSN
bridge [37]. An overview of this integration is provided in
Fig. 2: The TSN systems on the left show two moving
robots, containing a single TSN end-station or a more complex
internal network. Each robot has a user equipment (UE) to
connect wirelessly to the 5G radio access network (RAN).
When data is sent to the edge computing platform on the right,
the RAN forwards the frames via the 5G core network (CN).

Instead of exposing the entire internal state (e.g., 5G re-
source allocation or session management), the 5G system
provides device-side (DS-TT) and network-side TSN transla-
tors (NW-TT). From the perspective of the TSN controller, the
5G system thus appears as a logical TSN bridge that supports
the TSN mechanisms, as in Section III-A. Still, Fig. 3 shows an
evident non-functional difference in the port-to-port delays of

Logical 5G-TSN Bridge

DS-TT UE

DS-TT UE

RAN CN NW-TT
TSN-capable

Edge Platform

Robot
(TSN System)

Robot
(TSN System)

TSN Centralized
Network Controller

Fig. 2: Integration of 5G and TSN, as standardized by [37].
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(b) Logical 5G-TSN bridge

Fig. 3: Packet delay characteristics, measured by [15].

wired bridges and logical 5G-TSN bridges: For wired bridges,
the port-to-port delay corresponds to the processing delay and
exhibits only small delay variations below 1 µs. For logical 5G-
TSN bridges, however, the uplink port-to-port delay covers the
entirety from the DS-TT transmission start until the NW-TT
reception time, yielding millisecond delays and millisecond
delay variations (a difference by three orders of magnitude).

The scheduler must account for this difference when syn-
thesizing TSN configurations. We therefore assume that the
5G system reports port-to-port delay histograms to the CNC,
as in Fig. 3(b). Different streams can be served with different
histograms. For this work, we assume that the histograms are
stationary and stay valid for any TSN scheduling decision.
However, even in this idealized setting, we show that existing
approaches cannot provide any QoS guarantees or do not scale.

C. System Model and Notation

We model the network as a directed graph G = (V,E).
A vertex u ∈ V represents a network entity visible from
the TSN controller (i.e., end-devices, wired TSN bridges, and
TSN translators), whereas an edge [u, v] ∈ E (i.e., u, v ∈ V )
specifies an Ethernet or 5G link between two adjacent network
entities. Note that, in the case of Fig. 2, we do not use a single
vertex to model the logical 5G-TSN bridge; instead, we use
three vertices for the two DS-TTs and the NW-TT. We argue
that this way of modelling makes our results also applicable
for other wireless technologies like IEEE 802.11.

We denote the set of (time-triggered) streams by F . Each
stream F ∈ F defines its path F.path, period F.period, phase
F.phase, and frame size F.size. For this work, we assume
unicast paths of the form (v1

F , . . . , v
n(F )

F ), where v1
F is the

talker and vn(F )

F is the listener. The hypercycle H is defined
by lcmF∈F (F.period). To find a feasible TSN configuration,
the scheduler has to incorporate H/F.period many frames of
the stream F . We denote frames of F by f ∈ F , and the ith
frame in a hypercycle is released at time

f.release = F.phase + i× F.period.

Definition 1 (End-to-End QoS) Each stream F ∈ F speci-
fies its minimum end-to-end reliability F.rel w.r.t. latency F.lat
and jitter F.jitter. The TSN configuration must ensure, with a
probability of at least F.rel, that each frame f ∈ F arrives
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Fig. 4: Frame reordering in a TSN configuration for time-triggered streams can nullify any end-to-end QoS guarantee.

at its listener vn(F )

F within a predetermined arrival interval
R
(
vn(F )

F , f
)
, as constrained by

Rmax
(
vn(F )

F , f
)
− f.release ≤ F.lat and (1)(

Rmax −Rmin
)(
vn(F )

F , f
)
≤ F.jitter. (2)

This work aims to compute feasible TSN configurations
C = (SGCL,R) that satisfy Definition 1. C defines the gating
operations SGCL([u, v]) of the Time-Aware Shaper at each
egress port [u, v] and the allowed arrival interval R

(
vk
F , f

)
of

PSFP for each frame f ∈ F at each hop vk
F ∈ F.path.

D. Modelling TSN Runtime Behavior

To analyze the QoS guarantees of a TSN configuration C, we
introduce a model that captures possible runtime behavior un-
der C. To this end, we define execution sequences E = (T ,D)
to capture the possible transmission offsets T and transmission
delays D for each frame f ∈ F and each hop [u, v] ∈ f.path.
In detail, E encodes the following semantic:

• T
(
[u, v], f

)
denotes the time when the bridge u starts the

transmission of f at the egress port [u, v], and
• D

(
[u, v], f

)
denotes the delay until f is enqueued at v.

For Ethernet links, D
(
[u, v], f

)
equals the sum of the se-

rialization delay f.size/drate([u, v]), the propagation delay
dprop([u, v]), and the processing delay dproc(v) of v. For 5G
links, D

(
[u, v], f

)
is the outcome of the random variable cap-

turing the 5G port-to-port delay, as described in Section III-B.
In both cases, the arrival time of frame f at bridge v equals(

T +D
)(
[u, v], f

)
= T

(
[u, v], f

)
+D

(
[u, v], f

)
.

Moreover, E is constrained to satisfy the following:
FIFO Queueing: The transmission of a frame f via [u, v]

can only start after f arrived at u. If another frame f ′ is
enqueued in the same FIFO queue at [u, v] before f , then u can
only start the transmission of f once that of f ′ is completed.

Multiplexing: Only a single frame can be transmitted
over an Ethernet link at once. In contrast, frequency-division
multiplexing allows multiple frames to be sent over 5G links in
parallel. As noted in Section III-B, we assume that the induced
traffic load is captured by the 5G packet delay histograms.

GCL Consistency: A frame can be transmitted via [u, v]
if the gate configured by SGCL([u, v]) is open. At the same
time, the first frame of the egress queue must immediately
start its transmission once the gate opens.

Stream Policing: A frame f is discarded by PSFP at bridge
u if and only if f arrives at u outside the interval R

(
u, f

)
.

IV. PROBLEM DESCRIPTION

The integration of the 5G system in TSN as a logical 5G-
TSN bridge enables IEEE 802.1Qbv scheduling in networks
with wired and wireless network elements. However, logical
5G-TSN bridges and wired TSN bridges differ significantly
in their packet delay characteristics (see Fig. 3). Next, we
show how this difference can effectively nullify the end-to-end
QoS of streams and how it can induce a central bottleneck in
scalability. In particular, we argue that current IEEE 802.1Qbv
scheduling approaches fall into the following two categories.

Non-Robust Approaches are unable to capture 5G packet
delay variations. This can lead to unintended frame reordering
and cascading QoS violations that spread throughout the entire
network. Most prominently, this category includes scheduling
algorithms that consider scalar values for the 5G packet
delays — e.g., the average, median, or maximum delay of a
5G packet delay histogram (e.g., [26], [27]).

This problem is illustrated in Fig. 4, where three streams
F1, F2, and F3 (of the same priority) traverse the network
as shown on the left. The talkers TDS

1 and TDS
2 start the

transmission of the frames f1 ∈ F1 and f2 ∈ F2 at times 0ms
and 3ms, respectively. With the 5G packet delay histograms
of Fig. 3(b), f1 and f2 can arrive at the NW-TT BNW within
the intervals [4ms, 14ms] and [7ms, 17ms].

Even considering the latest possible arrival time (14ms and
17ms) will result in a schedule that breaks down irreparably
after a short period of operation. This is caused by the
overlapping arrival intervals at BNW , where a seemingly small
probability of f2 arriving before f1 (denoted by f2 ≺ f1 in
Fig. 4) has the following consequences:

(i) f1 is forwarded later than intended and also misses its
subsequent transmission slot at [B1, L1],

(ii) f2 is forwarded earlier than intended and can steal the
transmission slot of f3 at [B1, L2].



Thus, even in such simplified settings, a single frame reorder-
ing has cascading effects that spread across multiple streams.
Our evaluations in Section VII show that these effects cause a
99.99% reliability in the inner 5G network to plummet below
10% when looking at the end-to-end communication in TSN.

Strict Transmission Isolation (STI). An apparent fix to
the problems of non-robust approaches would be to allow no
overlap in the arrival intervals of f1 and f2 at BNW . STI
is often employed implicitly for IEEE 802.1Qbv scheduling
in wired networks [12], [14]. However, compared to the small
delay variations in wired networks, 5G packet delay variations
are three orders of magnitude larger (cf. Fig. 3). Thus, STI
would defer the initial transmission of f2 by an additional
7ms to avoid an overlapping arrival interval with f1 at BNW .
This already prohibits f2 from being accepted if its end-to-end
latency must be below 20ms. Employing STI would therefore
introduce a major scalability bottleneck in the number of
schedulable wireless streams.

In this work, we aim to devise an IEEE 802.1Qbv schedul-
ing technique that provides formal end-to-end QoS guarantees
for each TSN stream (according to Definition 1) without
suffering the same scalability bottleneck as STI. To quantify
the scalability issue, we consider the number of schedulable
TSN streams as our optimization objective.

V. ROBUST AND FEASIBLE TSN CONFIGURATIONS

The previous section showed that highly stochastic 5G
packet delays can nullify any QoS guarantee of non-robust ap-
proaches. The underlying problem is rooted in the disconnect
between the intended transmission ordering of the GCL and
the actual transmission behavior at runtime. To overcome this
obstacle, this section proposes a notion of robust scheduling
that account for bounded packet delay uncertainty.

A. 5G Packet Delay Budgets

Each TSN stream F specifies QoS requirements in terms
of latency F.lat, jitter F.jitter, and reliability F.rel. Due to
significant 5G packet delays and packet delay variations, each
of these metrics is strongly affected for wireless streams.
We therefore start by defining the allowed 5G packet delay
budget (PDB) that the TSN configuration has to account for.
For simplicity, we assume that each wireless stream traverses
at most one logical 5G-TSN bridge and that there are no
transmission faults in wired network partitions.1

1) Design Rationale: A 5G PDB d = [dmin,dmax] lower-
and upper-bounds the allowed packet delay for traversing the
logical 5G-TSN bridge. When regarding F.lat as the end-to-
end delay budget of F , the key question is: how much of that
budget should be allocated to its 5G PDB d(F )? We capture

1An extension to multiple wireless hops is straightforward by using (3b)
multiplicatively for each 5G link. To address wired link/bridge failures,
however, complementary techniques like frame replication are more suitable.
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Fig. 5: 5G Packet Delay Budgets [dmin,dmax] from a 5G
perspective (left) and from a TSN perspective (right).

the trade-off between choosing d(F ) too narrow or too large
by formulating the following optimization problem:

min
d

dmax(F ), (3a)

s.t. P
(
D
(
F
)
∈
[
dmin(F ),dmax(F )

])
≥ F.rel. (3b)

Here, D
(
F
)

denotes the random variable of 5G delays expe-
rienced by frames of stream F , and P(·) denotes the corre-
sponding probability function. In the following, we describe
the rationale behind the choice of (3a) and (3b).

First, allocating a too narrow 5G PDB, either in its upper
bound dmax or its size dmax − dmin, results in a degrada-
tion of the stream’s end-to-end reliability and increases the
difficulty for the 5G system to allocate sufficient resources.
Moreover, for the uplink stream F in Fig. 5, the expected
arrival of a frame f ∈ F at the NW-TT is given by

[tx+ dmin(F ), tx+ dmax(F )],

where tx is the transmission offset of f at the DS-TT. As
any arrival of f outside this interval will likely result in
uncontrolled frame reordering, PSFP at the NW-TT must
discard f in such cases. Therefore, constraint (3b) ensures
that the 5G PDB of F is large enough so that the probability
of frames f ∈ F passing PSFP is greater than F.rel.

Second, allocating a too large 5G PDB increases the dif-
ficulty for the IEEE 802.1Qbv scheduler to deliver frames
within the allowed end-to-end latency. For instance, Fig. 5
shows how the PDB for a stream F with F.rel = 90% can
cut off the long tail of the packet delay histogram, reducing
the end-to-end latency by over 6ms. With the objective
function (3a), we therefore opt to minimize dmax(F ).

2) 5G PDB Contracts: With the port-to-port delay his-
tograms reported by the 5G system, the CNC can compute
the 5G PDB of F by accumulating the bin counts until F.rel
is exceeded. In detail, we can solve (3) optimally with

dmin(F ) = hist[0].low,

dmax(F ) = min
{

hist[i].up |
∑i

j=0
hist[j].count ≥ F.rel

}
,

where hist[i] denotes the ith bin of the histogram, with its
respective lower/upper bound and (normalized) bin count.
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The 5G PDB of a stream F yields the following contract
between the 5G system and the TSN system: “The delay of a
frame f ∈ F traversing the 5G system is bounded by d(F ),
with a probability greater than F.rel.” The IEEE 802.1Qbv
scheduler solely requires this contract to compute the GCLs.
That is, the CNC does not require additional state information
of the 5G system (e.g., the current channel quality indicator)
and it does not have to reschedule the entire TSN domain with
every change in the 5G network state (e.g., which can occur
every few milliseconds). Instead, the 5G system can internally
adapt its resource allocation to uphold the PDB contract.

B. Robust and Feasible TSN Configurations

With 5G PDBs capturing the guarantees of the 5G system,
TSN has to extend these guarantees end-to-end from talker to
listener. This section introduces the notion of robustness that
guarantees the frame’s punctual delivery to its TSN listener as
long as the 5G system complies with the 5G PDB contracts.

Before formalizing robustness in Definition 2, we describe
the underlying idea with Fig. 6. To protect the QoS of F2, the
correct delivery of f2 ∈ F2 must be independent of potential
transmission faults of f1 and f3. Robustness must therefore
ensure, for every execution sequence E , that f2 can only take
its intended transmission slots, i.e., the second gate opening at
[BNW , B1] and at [B1, L2]. This assurance is twofold: First,
there must not be a queueing backlog that defers f2. Second,
f2 may never take an earlier transmission slot, even if the
previous slot is empty (e.g., when f1 violates its 5G PDB).

At the same time, robustness should be considered as a
conditional guarantee that builds on the 5G PDB contracts
of Section V-A. For instance, f2 can only take its intended
transmission slots if the 5G packet delay of f2 stays within
its PDB d([TDS

2 , BNW ], F2); otherwise, BNW may have
to discard f2 to protect other streams. We extend this idea
inductively in the number of transmission hops: f2 arrives at
its kth hop within the expected arrival interval if all individual

packet delays up to that point lie within their respective PDBs.2

This leads to the following definition of robustness:

Definition 2 (Robustness) The TSN configuration C =
(SGCL,R) robustly schedules a stream F ∈ F if for every
execution sequence E = (T ,D), every frame f ∈ F , and
every hop vk

F ∈ F.path the following holds true: If, up to
bridge vk

F , the packet delays lie within their PDBs, i.e.,

D
(
[vl

F , v
l+1

F ], f
)
∈ d([vl

F , v
l+1

F ], F ), ∀1 ≤ l < k,

then vk
F receives f within its expected PSFP interval, i.e.,(

T +D
)(
[vk−1

F , vk

F ], f
)
∈ R

(
vk

F , f
)
.

Finally, we summarize the required properties of a TSN
configuration C to achieve formal end-to-end QoS guarantees:

Theorem 1 (Feasibility) A TSN configuration C feasibly
schedules a stream F ∈ F (according to Definition 1) if

(i) C robustly schedules F ,
(ii) C allocates sufficiently large PDBs, according to (3), and

(iii) C satisfies the latency (1) and jitter (2) bounds of F .

The proof is given in Appendix B.

For example, combining (i) and (ii) ensures — with a probabil-
ity of at least F2.rel— that f2 arrives at its listener L2 within
the expected arrival interval R

(
L2, f2

)
= [rx1, rx2]. More-

over, (iii) constrains rx2 ≤ F2.lat and rx2 − rx1 ≤ F2.jitter.

VI. COMPUTING FEASIBLE TSN CONFIGURATIONS

We introduce Full Interleaving Packet Scheduling (FIPS)
to compute feasible TSN configurations C, without residing
to strict temporal isolation. In the following, we assume that
the CNC already allocated the 5G PDBs, as presented in
Section V-A. We therefore focus on computing robust TSN
configurations that satisfy the latency and jitter constraints of
all accepted TSN streams. We start with an overview.

A. Overview of FIPS

Given a stream set F , we follow an incremental scheduling
approach that adds one stream Fj ∈ F to an existing TSN con-
figuration (initially empty) at a time. At the core of the IEEE
802.1Qbv scheduling problem, the scheduler has to decide the
transmission order of frames fi1 ≺ fi2 ≺ . . . ≺ fin at each
egress port [u, v]. To reduce the scalability bottleneck of strict
temporal isolation, we allow batched frame transmissions over
[u, v] that result in a transmission ordering of the form

B1 = {fi1 , fi2 , . . . , fik1
} ≺ B2 ≺ . . . ≺ Bn.

The operation of FIPS can therefore be split in two parts:
Section VI-B presents how to add a new stream Fj to an
existing transmission ordering, based on the QoS requirements
of Fj and the (feasible) TSN configuration Cj−1 of the
previous iteration. Section VI-C then shows how to derive
a robust TSN configuration Cj from the new transmission

2To unify notation, we extend the notion of 5G PDBs to Ethernet links, e.g.,
to d([B1, L2], F2), which may capture small delay variations as in Fig. 3(a).



TABLE I: Policy to avoid FIFO inconsistencies.

[TDS
1 , BNW ] [BNW , B1] [B1, L1]

S
(
[u, v], f1

)
0ms 14ms 14.01ms

ϕ([u, v], f) 1ms 11ms 11.01ms

Ordering of (4) f1 ≺ f f ≺ f1 f ≺ f1
FIFO Policy f1 ≺ f f1 ≺ f f1 ≺ f

ordering. FIPS accepts the stream Fj if and only if Cj satisfies
the latency and jitter constraints of Fj and all previously
accepted streams.

B. An Incremental Heuristic for Transmission Orderings

Let Fj−1 = {F1, . . . , Fj−1} be the set of streams that are
already feasibly scheduled under the FIPS configuration Cj−1.
To add a new stream F , we adjust the transmission orderings

Bk
1 ≺ Bk

2 ≺ . . . ≺ Bk
n

at each port [vk
F , v

k+1
F ] ∈ F.path by inserting all frames f ∈

F that are sent within one hypercycle. We start by inserting
the frames in the transmission ordering as a new batch, and
then check if the batch should be merged with its immediate
transmission predecessor or successor. Thus, the transmission
ordering encodes the scheduling decisions, which is later used
in Section VI-C to derive a robust TSN configuration.

Inserting Frames: For each frame f ∈ F , we compute a
lower bound for the earliest possible transmission at vk

F with

ϕ([vk

F , v
k+1

F ], f) = f.release +
k−1∑
i=1

dmax([vi

F , v
i+1

F ], f).

Similarly, let S
(
[vk

F , v
k+1
F ], Bk

i

)
denote the transmission start

of the batch Bk
i under the previous TSN configuration Cj−1.

FIPS selects the maximum i ∈ {1, . . . , n} with

S
(
[vk

F , v
k+1

F ], Bk
i

)
≤ ϕ([vk

F , v
k+1

F ], f) (4)

and insert f in the transmission ordering as Bk
i ≺ f ≺ Bk

i+1.
Moreover, to avoid inconsistent transmission orderings, we fix
the ordering Bk

i ≺ f for all consecutive transmission hops
where Bk

i and f share the same FIFO queue.
Table I shows the calculations for inserting a new stream F

into a transmission ordering that already contains F1 from
our previous examples (e.g., see Fig. 4). F has the same
specification as F1, but has a phase offset of 1ms and a
smaller 5G PDB with dmax = 10ms. Solely applying (4)
would imply that the frame f ∈ F has to overtake f1 ∈ F1,
which is impossible if both frames share the same FIFO
queues along [TDS

1 , BNW , B1, L1]. We therefore prioritize
the already accepted F1 by fixing the transmission ordering
f1 ≺ f for all consecutive transmission hops.

Merging Batches. For wired streams F , there is no need
for batching and the ordering of the previous step is returned.
Otherwise, let vk

F be the TSN translator that follows the 5G
link. With a 5G PDB of

[
dmin,dmax

]
, FIPS opts to de-jitter

frames f ∈ F at vk
F for a minimum duration of(

dmax − dmin
)(
[vk−1

F , vk

F ], f
)
.

[TDS
1 , BNW ]

[TDS
2 , BNW ]

BNW (PSFP)

[BNW , B1]

[T3, B1]

[B1, L1]

[B1, L2]

f1

tx

f2

tx

{f1, f2}
tx

f3

tx

f1

tx

f2

tx

f3

tx

Fig. 7: FIPS configuration when batching {f1, f2} at
[BNW , B1] and choosing f2 ≺ f3 at [B1, L2].

Recall that this duration can be in the range of milliseconds,
where a strict transmission isolation leads to a major scalability
bottleneck. Hence, when Bk

i ≺ f ≺ Bk
i+1 is the transmission

ordering of the previous step, FIPS considers three options:
merge f with Bk

i , merge f with Bk
i+1, or return the ordering

as it is. FIPS derives a robust TSN configuration, as described
next, for all three options and verifies the QoS guarantees for
all streams in Fj−1 ∪ {F}.

C. Robust TSN Configurations from Transmission Orderings

Next, we present how to efficiently derive a FIPS config-
uration C from a given transmission ordering and prove that
every FIPS configuration is robust (Theorem 2). By checking
the latency (1) and jitter (2) constraints for each frame, the
procedure returns successfully if and only if C is feasible.

We start by defining the accumulated PDBs of a frame batch
Bi. For Ethernet links, the transmission delay is the summed
delays of all frames f ∈ Bi, i.e.,

dmin
trans

(
[u, v], Bi

)
= dmax

trans

(
[u, v], Bi

)
=

∑
f∈Bi

f.size
drate([u, v])

,

whereas the total delay d([u, v], Bi) includes the propaga-
tion delay dprop([u, v]) and the processing delay dproc(v)
once. For 5G links, frequency-division multiplexing allows
the simultaneous transmission of all frames in Bi, under the
delay conditions captured by the respective histograms; hence,
d([u, v], Bi) is set to the minimum and maximum bounds of
the individual 5G PDBs d([u, v], f), for f ∈ Bi.

FIPS continues by determining the earliest possible trans-
mission start S

(
[u, v], Bi

)
for each link [u, v] and each batch

Bi by enforcing the following constraints C1–C3:
C1) Sequential Transmissions. For each frame f ∈ Bi,

the transmission start S
(
[u, v], Bi

)
is deferred until the latest

arrival of f at the bridge u, i.e.,

S
(
[u, v], Bi

)
≥ Rmax

(
u, f

)
.

In Fig. 7, the transmission of {f1, f2} via [BNW , B1] has to
wait until after the latest possible arrival of f1 and f2. In con-



trast, for the first transmission hop of a frame, Rmax
(
TDS
1 , f1

)
is set to the earliest release time of f1 by the talker.

C2) Transmission Ordering. If Bi is not the first batch
(within the hypercycle) to be transmitted over [u, v], its
transmission is deferred until Bi−1 is fully transmitted, i.e.,

S
(
[u, v], Bi

)
≥

(
S + dmax

)(
[u, v], Bi−1

)
.

For example, the transmission ordering f2 ≺ f3 implies in
Fig. 7 that the transmission of f3 via [B1, L2] can only start
after the transmission of f2 has finished.

C3) Batch Fault Isolation. For each frame f ∈ Bi, it must
be ensured that f takes its intended transmission slot over the
subsequent hop [v, w]. Formally, let B′

j denote the frame batch
of f at [v, w]. To ensure f never takes the slot of B′

j−1, the
transmission start of S

(
[u, v], Bi

)
is delayed so that f never

arrives at v before the transmission of B′
j−1 has finished, i.e.,

S
(
[u, v], Bi

)
≥

(
S + dmax

)(
[v, w], B′

j−1

)
− dmin([u, v], f).

For example, Fig. 7 delays S
(
[T3, B1], f3

)
to ensure f3 never

takes f2’s transmission slot over the subsequent link, even if
f2 is discarded by PSFP for violating its 5G PDB. Also note
that, in a multi-queue setting, C3 is only necessary if f2 and
f3 share the same queue at [B1, L2]. Moreover, C3 directly
implies that frames are transmitted in a FIFO manner.

Robust TSN Configuration. C1–C3 define a natural recur-
sion order where the transmission start S

(
[u, v], Bi

)
depends

on, at most, three earlier transmissions. In case a recursion
cycle is detected, the procedure is aborted; otherwise, the GCL
at link [u, v] is derived as SGCL([u, v]) = {[oi, ci]}ni=1 with

oi = S
(
[u, v], Bi

)
and ci =

(
S + dmax

)(
[u, v], Bi

)
.

Similarly, the PSFP configuration R is set for each frame f
and each bridge v ∈ f.path with

Rmin
(
v, f

)
= S

(
[u, v], Bi

)
+ dmin([u, v], f), and

Rmax
(
v, f

)
=

(
S + dmax

)(
[u, v], Bi

)
,

which is the earliest and latest arrival of f at v under FIPS.
With C = (SGCL,R), it is straightforward to check if the

latency (1) and jitter (2) requirements are satisfied for all
streams. As detailed before, FIPS therefore accepts a new
stream F if and only if C satisfies the latency and jitter
constraints of F and all previously accepted streams. Finally,
we show that FIPS is provably robust (Theorem 2) and thereby
provides formal end-to-end QoS guarantees (Corollary 1).

Theorem 2 Every TSN configuration C = (SGCL,R) derived
by FIPS robustly schedules all TSN streams F ∈ F .

The proof is given in Appendix C.

Corollary 1 Every TSN configuration C = (SGCL,R) de-
rived by FIPS feasibly schedules all accepted TSN streams.

By Theorem 1, feasibility is induced by (i)–(iii). FIPS satisfies
(i) with Theorem 2, (ii) by allocating 5G PDBs as detailed in
Section V-A, and (iii) by accepting only streams for which C
satisfies the latency and jitter requirements.

Logical
5G Bridge

AGV
TSN Backbone

wired streams wireless streams

DS-TT NW-TT

Fig. 8: Network simulating a simple industrial AGV use case.

VII. EVALUATION

We compare FIPS against the two groups that existing IEEE
802.1Qbv scheduling techniques fall into: non-robust and
strict transmission isolation approaches. Section VII-B shows
that, compared to non-robust approaches, FIPS can serve a
high-criticality stream with a 99.99% reliability requirement.
Section VII-C shows that strict transmission isolation leads
to poor scalability, whereas FIPS improves the number of
schedulable wireless streams by up to ×45.

A. Methodology

We simulate an automated guided vehicle (AGV) as part of a
networked control system. To this end, we use the OMNeT++
simulation framework [38], including the INET [39] and
6GDetCom [40] extensions. As shown in Fig. 8, the network
is partitioned into the AGV-internal network and the TSN
backbone. Internal TSN devices and switches are connected by
100Mbit s−1 Ethernet links with a propagation delay of 50 ns.
The partitions are interconnected by a logical 5G bridge with
uplink (DS-TT to NW-TT) and downlink (NW-TT to DS-TT)
histograms taken from real 5G measurements [15].

We differentiate between wired and wireless traffic. Wired
traffic stays within the AGV-internal network or the TSN
backbone, with specifications F.size = 100B, F.period =
5ms, f.lat = 500 µs, and f.jitter = 1 µs. Wireless traffic
traverses the logical 5G bridge in uplink or downlink direction,
with specifications F.size = 100B and F.period = 20ms.
Depending on the evaluated scenario, we consider different
QoS requirements for wireless streams.

All computations (simulation and scheduling) are performed
on the same machine, equipped with two AMD EPYC 7413
@3.6GHz (2 × 24 cores) and with 256GB of memory. To
facilitate reproducibility, we will publish the source code and
Docker images for each benchmark once the paper is accepted.

B. Comparing FIPS with Non-Robust Approaches

To illustrate the importance of robust end-to-end schedul-
ing, we compare the achieved QoS of FIPS and non-robust
scheduling approaches. As existing work typically considers
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Fig. 9: Simulation results showing the achieved QoS of FH .

scalar 5G packet delays [26], [27], we compare FIPS to using
the median (MED) or the maximum (MAX) 5G packet delays
from the histograms.

We analyze the behavior of ten high-criticality wireless
streams FH (five per uplink/downlink direction) with require-
ments FH .lat = 20ms, FH .jitter = 100 µs, and FH .rel =
99.99%. To increase link congestion, we schedule an addi-
tional 10 wired streams (five per wired partition) and 80 wire-
less streams with F.rel = 50%. The experiments are repeated
for one million hypercycles, a simulation time of approx. 5.6 h.

Fig. 9 shows the achieved QoS guarantees of a representa-
tive high-criticality stream FH . The results clearly show that
the observed end-to-end reliability diminishes for both non-
robust approaches below 10% and is thereby far from the
required 99.99%. Moreover, the latency results demonstrate
that a frame reordering events as in Section IV can create a
queueing backlog that pushes frames of FH until after their
deadline or even into subsequent hypercycles. These results
therefore underline the need for provable per-stream QoS
guarantees, as we provide with FIPS.

C. Comparing FIPS with Strict Transmission Isolation

Next, we analyze the impact of robustness on scalability in
the number of schedulable streams. We compare FIPS to strict
transmission isolation (STI) approaches, e.g., as commonly
employed in wired TSN [12], [14]. To constitute a fair com-
parison, STI configurations are derived using the incremental
heuristic of FIPS but restrict batching to one frame per batch.

Fig. 10 shows the maximum number of wireless streams
for which STI and FIPS find a feasible TSN configuration.
We consider stream sets that consist of 30 internal streams
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Fig. 10: Scalability results for STI and FIPS. The results on
the left are obtained with F.jitter = 100 µs.

(15 per wired partition) and 400 wireless streams (200 per
up-/downlink direction) with randomly generated paths. The
results show the total number of accepted wireless streams,
averaged over 100 stream sets, in dependence of different reli-
ability (90% – 99.99%) and jitter (1 µs – 100 µs) requirements.

Fig. 10 shows the poor scalability of STI with little to no
variation over the different QoS requirements. This is due to
the large 5G packet delay variations that cause STI to reserve
egress queues at the DS-TT/NW-TT exclusively for individual
frames. In contrast, FIPS shows an expected downward trend
for increasing reliability requirements and an upward trend
for increasing jitter allowance. Hence, we identify the jitter
allowance of streams, which essentially restricts the maximum
batch size, as the limiting factor for deploying FIPS at scale.

VIII. CONCLUSION

We presented FIPS, a wireless-friendly IEEE 802.1Qbv
scheduler that provides formal end-to-end QoS guarantees for
each stream. With the high susceptibility of IEEE 802.1Qbv
schedulers to runtime uncertainty, FIPS overcomes the major
challenges of staying robust against 5G packet delay variations
and remaining scalable even in 5G bottleneck scenarios.

In future work, we plan to extend the coordination between
FIPS and the 5G system, allowing for more fine-grained 5G
QoS provisioning that is captured by the 5G PDB contracts.
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Fig. 11: Invalid execution sequences violating Basic Consistency (a), GCL Consistency (b), or Stream Policing (c)

APPENDIX

A. Formal Definition of Execution Sequences

For a network graph G with TSN configuration C = (R,SGCL), we define an execution sequence E(G, C) as a tuple (T ,D),3

where, for each link [u, v] ∈ E and frame f ∈ F[u,v]

• T
(
[u, v], f

)
describes the transmission offset in E , and

• D
(
[u, v], f

)
describes the transmission delay in E .

To model dropped frames, an execution sequence is allowed to assign ∞ to T and D.
Formalizing execution sequences is motivated by two aspects. First, formal constraints are required to prove robustness

of a TSN configuration C. Second, formal constraints provide valuable insight into the technical requirements the network
infrastructure must provide to guarantee the services’ reliability requirements. We start in Section A1 with notational
conventions. Thereafter, the constraints Basic Consistency, GCL Consistency, and Stream Policing are introduced. To illustrate
the effects and the importance of each constraint, we refer to Fig. 11 throughout these sections.

1) Notational Conventions: An execution sequence E specifies the transmission offsets T and the transmission delays D.
To model dropped frames of a TSN stream f ∈ F , we allow T and D to map to ∞, conveying the following semantics:
I1) If T

(
[vk

f , v
k+1
f ], f

)
< ∞ but D

(
[vk

f , v
k+1
f ], f

)
= ∞, f is dropped by vk

f during its transmission over [vk
f , v

k+1
f ].

I2) If D
(
[vk

f , v
k+1
f ], f

)
< ∞ but T

(
[vk+1

f , vk+2
f ], f

)
= ∞, f is dropped by vk+1

f upon receipt.
While D

(
[vk

f , v
k+1
f ], f

)
= ∞ and I1 capture the message streams’ view, we also require a formalism that tells vk

f when it is
allowed to start the transmission of the subsequent frame.4 For this purpose, we define the effective transmission delay De to
be equal to the upper PDB bound dmax, if I1 occurs, i.e.,

De
(
[vk

f , v
k+1

f ], f
)
=

{
dmax([vk

f , v
k+1
f ], f) for I1,

D
(
[vk

f , v
k+1
f ], f

)
else.

(5)

2) Basic Consistency: Basic Consistency restrains the execution sequence E to ensure mutual exclusion of transmission
links (i.e., Ethernet links and 5G frequency channels), sequential transmission, isochronous talkers, and FIFO queuing.

TransmissionConsistency ensures that for every link [u, v] ∈ E, no two frames f, f ′ ∈ F[u,v] with f ̸= f ′ transmit at the
same time, i.e., (

T +De
trans

)(
[u, v], f

)
≤ T

(
[u, v], f ′), or(

T +De
trans

)(
[u, v], f ′) ≤ T

(
[u, v], f

)
.

Fig. 11a violates this constraint by overlapping the transmission of frames f1 and f2 at [uN , v].
SequentialTransmission ensures that for every stream f ∈ F and every 1 ≤ k < n(f) that the transmission of f over

[vk
f , v

k+1
f ] can only start after f is fully received by vk

f , i.e.,(
T +D

)(
[vk

f , v
k+1

f ], f
)
≤ T

(
[vk+1

f , vk+2

f ], f
)
.

Fig. 11a violates this constraint by starting the transmission of f2 at [uN , v] before f2’s transmission over [uD
2 , uN ] completed.

IsochronousTalker ensures that for every stream f ∈ F that the talker v1
f starts its transmission as configured

T
(
[v1

f , v
2

f ], f
)
= Smin

(
[v1

f , v
2

f ], f
)
.

Fig. 11a violates this constraint by starting the transmission of f1 at [uD
1 , uN ] too late.

3If both G and C are clear from context, we simply write E .
4In fluid dynamics, these two points of view correspond to the Lagrangian and Eulerian observers, respectively.



FIFO ensures that for every link [v, w] ∈ E and every two frames f, f ′ ∈ F[v,w], with respective previous hops [u, v] and
[u′, v], that the transmission order is identical to the receiving order, i.e,(

T +D
)(
[u, v], f

)
<

(
T +D

)(
[u′, v], f ′)

⇐⇒ T
(
[v, w], f

)
< T

(
[v, w], f ′).

Fig. 11a violates this constraint by transmitting f2 over [uN , v] before f1, whereas f1 arrives at uN before f2.
3) GCL Consistency: GCL Consistency restrains the execution sequence E to respect the configured GCL SGCL([v, w]) for

every link [v, w] ∈ E. For this purpose, let

SGCL([v, w]) = [(o1, c1), . . . , (om, cm)].

GCL Consistency consists of encapsulation and progress.
GCL-Encapsulation ensures for every arrived frame f ∈ F[v,w], i.e., T

(
[v, w], f

)
< ∞, that v transmits f within a configured

window (oi, ci), i.e.,
oi ≤ T

(
[v, w], f

)
≤ ci − dmax

trans

(
[v, w], f

)
. (6)

Fig. 11b violates this constraint by starting the transmission of f1 at [uN , v] before the gate opens.
GCL-Progress ensures for every transmission window (oi, ci) and every point in time oi ≤ t < ci that, if the queue at

[v, w] is not empty, i.e., there exists a frame f ∈ F[v,w] with previous hop [u, v] and(
T +D

)(
[u, v], f

)
≤ t ≤ T

(
[v, w], f

)
< ∞,

there exists f ′ ∈ F[v,w], potentially different from f , which is transmitting over [v, w] at time t, i.e.,

T
(
[v, w], f ′) ≤ t <

(
T +De

trans

)(
[v, w], f ′).

Fig. 11b violates this constraint by having a gap between f1’s and f2’s transmission at [uN , v], although the gate remains open
and f2 arrives at uN before f1’s transmission finishes.

4) Stream Policing: Stream Policing restrains the execution sequence E to drop frames correctly. There are two important
aspects that have to be covered to correctly model wireless TSN behavior. First, a frame is dropped by a TSN bridge if it
I1) transmits longer than the PDB d, or
I2) arrives outside the PSFP interval.

Second, E cannot drop frames arbitrarily, that is, if a frame is dropped, it must be because of I1 or I2.
TransmissionPolicing ensures for every stream f ∈ F that f is discarded during transmission over [vk

f , v
k+1
f ] if and only

if the transmission duration takes longer than the PDB, i.e.,

Dtrans

(
[vk

f , v
k+1

f ], f
)
> dmax

trans

(
[vk

f , v
k+1

f ], f
)

⇐⇒ Dtrans

(
[vk

f , v
k+1

f ], f
)
= ∞.

Fig. 11c shows this behavior by dropping f2 at [uD
2 , uN ], i.e., Dtrans

(
[uD

2 , uN ], f2
)
= ∞, as indicated by the cross, after its

transmission is not successfully completed within its PDB.
PSFP ensures for every stream f ∈ F that f is dropped by PSFP at vk

f (k > 1), if and only if it arrives outside the PSPF
interval, i.e., (

T +D
)(
[vk−1

f , vk

f ], f
)
/∈ R

(
vk

f , f
)

⇐⇒ T
(
[vk

f , v
k+1

f ], f
)
= ∞.

Fig. 11c violates this constraint by dropping f1 at uN , i.e., T
(
[uN , v], f1

)
= ∞, although it arrived within the PSFP interval.

PolicingConsistency is used for consistent modelling of the execution sequence E , ensuring that once a frame is dropped,
it remains dropped for all subsequent hops. Thus, we require for every stream f ∈ F and every hop [vk

f , v
k+1
f ] that

T
(
[vk

f , v
k+1

f ], f
)
= ∞ =⇒ D

(
[vk

f , v
k+1

f ], f
)
= ∞. (7)

Further, we require [vk
f , v

k+1
f ] with k < n− 1 to satisfy

D
(
[vk

f , v
k+1

f ], f
)
= ∞ =⇒ T

(
[vk+1

f , vk+2

f ], f
)
= ∞. (8)

While (8) would also be satisfied by combining (7) with PSFP or SequentialTransmission, we prefer an explicit separation
of constraint functionality. Fig. 11c violates this constraint by transmitting f2 over [uN , v], i.e., T

(
[uN , v], f2

)
< ∞, although

it was previously dropped by TransmissionPolicing during its transmission at [uD
2 , uN ].



B. Proof of Theorem 1

By allocating sufficiently large 5G PDBs to satisfy (3b) for stream F , the following holds true for all frames f ∈ F :

F.rel ≤
∏

[u,v]∈F.path

P
(
D
(
[u, v], f

)
∈ d([u, v], f)

)
(9)

=
∑
E

∏
[u,v]

P
(
D
(
[u, v], f

)
∈ d([u, v], f) | E

)
× P(E), (10)

By Definition 2, the arrival time A(f) is within the expected interval R
(
vn(F )

F , f
)

if all packet delays along F.path lie within
their respective PDBs. We can write

(10) ≤
∑
E

P
(
A(f) ∈ R

(
vn(F )

F , f
)
| E

)
× P(E)

= P
(
A(f) ∈ R

(
vn(F )

F , f
))
.

Hence, the probability of f arriving within R
(
vn(F )

F , f
)

exceeds the required F.rel. Also, (iii) of Theorem 1 constrains
R
(
vn(F )

F , f
)

to satisfy the latency and jitter bounds of F .

C. Proof of Theorem 2

We start with some notational conventions: First, compared to S
(
[u, v], Bi

)
, which defines the transmission start of a

frame batch at [u, v], we want to verify when a frame f ∈ Bi can start its transmission. We therefore define the interval
S = [Smin,Smax] to capture the (intended) minimum and maximum transmission times, i.e.,

Smin
(
[u, v], f

)
= S

(
[u, v], Bi

)
and Smax

(
[u, v], f

)
=

∑
f ′∈Bi\{f}

dmax
trans

(
[u, v], f ′), (11)

for each [u, v] ∈ E and f ∈ F[u,v]. Here, dmax
trans solely captures the serialization delay (for both Ethernet links and 5G links).

Moreover, to have a clear mapping between frames f and their corresponding batch, we write B
(
[u, v], f

)
= Bi.

Given an execution sequence E = (T ,D), we define SE as the expected transmission offset for E with

SE([u, v], f) = Smin
(
[u, v], f

)
+

∑
f ′∈BE([u,v],f)

De
trans

(
[u, v], f ′), (12)

for [u, v] ∈ E and f ∈ F[u,v], where BE([u, v], f) denotes frames f ′ ∈ B([u, v], f) which are transmitted over [u, v] before
f , i.e., T

(
[u, v], f ′) < T

(
[u, v], f

)
. We commence with structured proofs to show the robustness of FIPS.

Lemma 1 Let S denote a schedule that concurs with FIPS, and C the derived FIPS configuration. Then, for every execution
sequence E = (T ,D) we have SE([u, v], f) ∈ S

(
[u, v], f

)
, for all [u, v] ∈ E and f ∈ F[u,v].

Proof:
LET: [u, v] ∈ E and f ∈ F[u,v]

⟨1⟩1. SE([u, v], f) ≥ Smin
(
[u, v], f

)
PROOF: By definition of SE([u, v], f) in (12).

⟨1⟩2. SE([u, v], f) ≤ Smax
(
[u, v], f

)
⟨2⟩1. BE([u, v], f) ⊆ B

(
[u, v], f

)
\{f}

PROOF: By definition of BE([u, v], f).
⟨2⟩2. De

trans

(
[u, v], f ′) ≤ dmax

trans

(
[u, v], f ′) for all f ′ ∈ BE([u, v], f)

⟨3⟩1. T
(
[u, v], f ′) < ∞

PROOF: By definition of BE([u, v], f ′), we have T
(
[u, v], f ′) < T

(
[u, v], f

)
⟨3⟩2. CASE: Dtrans

(
[u, v], f ′) = ∞

PROOF: De
trans

(
[u, v], f ′) = dmax

trans

(
[u, v], f ′) by (5) with case assumption ⟨3⟩2 and step ⟨3⟩1.

⟨3⟩3. CASE: Dtrans

(
[u, v], f ′) < ∞

⟨4⟩1. De
trans

(
[u, v], f ′) = Dtrans

(
[u, v], f ′)

PROOF: By definition of De
(
[u, v], f ′) in (5) with case assumption ⟨3⟩3.

⟨4⟩2. Dtrans

(
[u, v], f ′) ≤ dmax

trans

(
[u, v], f ′)

PROOF: By TransmissionPolicing and case assumption ⟨3⟩3.
⟨4⟩3. Q.E.D.

PROOF: By steps ⟨4⟩1 and ⟨4⟩2.
⟨2⟩3. Q.E.D.



PROOF: By steps ⟨2⟩1, ⟨2⟩2, we have
SE([u, v], f) ≤ Smin

(
[u, v], f

)
+

∑
f ′∈B

(
[u,v],f

)
\{f}

dmax
trans

(
[u, v], f ′) = Smax

(
[u, v], f

)
⟨1⟩3. Q.E.D.

PROOF: By steps ⟨1⟩1 and ⟨1⟩2.

Lemma 2 Let S denote a schedule that concurs with FIPS, and C the derived FIPS configuration. Then, for every execution
sequence E = (T ,D) and every message stream f ∈ F , the following holds true: For 1 ≤ l < n(f), if f arrives at vl

f within
its PSFP enforced interval, i.e., (

T +D
)(
[vl−1

f , vl

f ], f
)
∈ R

(
vl

f , f
)
,

then vl
f starts the transmission of f as expected by SE , i.e.,

T
(
[vl

f , v
l+1

f ], f
)
= SE([vl

f , v
l+1

f ], f
)
.

Proof:
DEFINE: V ⊆ E ×F with ([vl

f , v
l+1
f ], f) ∈ V , if and only if

1.
(
T +D

)(
[vl−1

f , vl
f ], f

)
∈ R

(
vl
f , f

)
, and

2. T
(
[vl

f , v
l+1
f ], f

)
̸= SE([vl

f , v
l+1
f ], f

)
.

ASSUME: V ≠ ∅
PROVE: False
EXPLAN: Proof by contradiction. Assume V ̸= ∅ and pick ([vl

f , v
l+1
f ], f) ∈ V which is the “first” to deviate from the expected

transmission offset (step ⟨1⟩1). There are three possible cases to consider:
• Step ⟨1⟩4: the frame f starts its transmission too late, i.e., after SE([vl

f , v
l+1
f ], f

)
< T

(
[vl

f , v
l+1
f ], f

)
,

• Step ⟨1⟩5: the frame f starts its transmission too soon but still within S
(
[vl

f , v
l+1
f ], f

)
, i.e., Smin

(
[vl

f , v
l+1
f ], f

)
≤

T
(
[vl

f , v
l+1
f ], f

)
< SE([vl

f , v
l+1
f ], f

)
, or

• Step ⟨1⟩6: the frame f starts its transmission too soon and even before Smin
(
[vl

f , v
l+1
f ], f

)
, i.e., T

(
[vl

f , v
l+1
f ], f

)
<

Smin
(
[vl

f , v
l+1
f ], f

)
.

We derive a contradiction for each case.
LET: SGCL([v

l
f , v

l+1
f ]) = [(o1, c1), . . . , (om, cm)]

⟨1⟩1. PICK ([vl
f , v

l+1
f ], f) ∈ V with T

(
[vl

, , v
l+1
, ]f

)
minimal

PROOF: Exists by assumption ⟨0⟩ and since V ⊆ E ×F is finite.
⟨1⟩2. T

(
[vl

f , v
l+1
f ], f

)
< ∞

PROOF: By PSFP with step ⟨1⟩1 and definition ⟨0⟩:1.
⟨1⟩3. PICK 1 ≤ i ≤ m with oi = Smin

(
[vl

f , v
l+1
f ], f

)
PROOF: Exists by construction of FIPS’s GCL encoding.

⟨1⟩4. CASE: SE([vl
f , v

l+1
f ], f

)
< T

(
[vl

f , v
l+1
f ], f

)
EXPLAN: In case the frame f starts its transmission later than expected, we show that there must be some other frame

f ′ that is still transmitting over [vl
f , v

l+1
f ] at time SE([vl

f , v
l+1
f ], f

)
(step ⟨2⟩1). We derive that f ′ must also

start its transmission later than expected (step ⟨2⟩4), as otherwise its transmission would be aborted before
SE([vl

f , v
l+1
f ], f

)
. This, however, yields a contradiction to T

(
[vl

f , v
l+1
f ], f

)
being minimal (step ⟨2⟩5).

⟨2⟩1. PICK f ′ ∈ F[vl
f ,v

l+1
f ], with f ̸= f ′, such that f ′ is still transmitting over [vl

f , v
l+1
f ] at time SE([vl

, , v
l+1
, ]f

)
, i.e.,

T
(
[vl

f , v
l+1

f ], f ′) ≤ SE([vl

f , v
l+1

f ], f
)
<

(
T +De

trans

)(
[vl

f , v
l+1

f ], f ′).
EXPLAN: The existence of f ′ follows by GCL-Progress. We therefore have to verify that its precondition is fulfilled. On

the other hand, f ′ ̸= f as otherwise f would not be delayed.
⟨3⟩1. The egress queue at [vl

f , v
l+1
f ] is not empty at time SE([vl

f , v
l+1
f ], f

)
, i.e.,(

T +D
)(
[vl−1

f , vl

f ], f
)
≤ SE([vl

f , v
l+1

f ], f
)
≤ T

(
[vl

f , v
l+1

f ], f
)
< ∞

EXPLAN: We derive the inequality step by step.
⟨4⟩1.

(
T +D

)(
[vl−1

f , vl
f ], f

)
≤ Rmax

(
vl
f , f

)
PROOF: By step ⟨1⟩1 and definition ⟨0⟩:1.

⟨4⟩2. Rmax
(
vl
f , f

)
≤ Smin

(
[vl

f , v
l+1
f ], f

)
PROOF: By C1.

⟨4⟩3. Smin
(
[vl

f , v
l+1
f ], f

)
≤ SE([vl

f , v
l+1
f ], f

)
PROOF: By Lemma 1.

⟨4⟩4. Q.E.D.
PROOF: By steps ⟨4⟩1, ⟨4⟩2, ⟨4⟩3, ⟨1⟩4 (case assumption), and ⟨1⟩2, in that order.



⟨3⟩2. Q.E.D.
PROOF: f ′ exists by GCL-Progress with step ⟨3⟩1. We have f ′ ̸= f , since T

(
[vl

f , v
l+1
f ], f ′) ≤ SE([vl

f , v
l+1
f ], f

)
<

T
(
[vl

f , v
l+1
f ], f

)
by case assumption ⟨1⟩4.

LET: l′ with vl
f = vl′

f′ .
⟨2⟩2.

(
T +D

)(
[vl′−1

f′ , vl′
f′ ], f ′) ∈ R

(
vl
f , f

′)
PROOF: By PSFP with T

(
[vl

f , v
l+1
f ], f ′) < ∞ by step ⟨2⟩1.

⟨2⟩3.
(
SE +De

trans

)(
[vl

f , v
l+1
f ], f ′) ≤ SE([vl

f , v
l+1
f ], f

)
EXPLAN: The proof of this inequality depends on whether f and f ′ are allowed to interleave.
⟨3⟩1. CASE: f ′ ∈ B

(
[vl

f , v
l+1
f ], f

)
EXPLAN: If f and f ′ are allowed to interleave, the inequality directly follows from the definition of BE and SE .
⟨4⟩1. f ′ ∈ BE([vl

f , v
l+1
f ], f

)
PROOF: T

(
[vl

f , v
l+1
f ], f ′) < T

(
[vl

f , v
l+1
f ], f

)
by step ⟨2⟩1 and case assumption ⟨1⟩3.

⟨4⟩2. Q.E.D.
PROOF: The inequality ⟨2⟩3 holds by step ⟨4⟩1 and definition of SE in (12).

⟨3⟩2. CASE: f ′ /∈ B
(
[vl

f , v
l+1
f ], f

)
EXPLAN: If f and f ′ are strictly separated, we highly depend on C3 to yield the inequality ⟨2⟩3. We show the inequality

step by step.
⟨4⟩1.

(
SE +De

trans

)(
[vl

f , v
l+1
f ], f ′) ≤ (

Smax +De
trans

)(
[vl

f , v
l+1
f ], f ′)

PROOF: By Lemma 1
⟨4⟩2.

(
Smax +De

trans

)(
[vl

f , v
l+1
f ], f ′) ≤ (

Smax + dmax
trans

)(
[vl

f , v
l+1
f ], f ′)

EXPLAN: We check each case of the effective transmission delay’s definition (5), using that T
(
[vl

f , v
l+1
f ], f ′) < ∞

by step ⟨2⟩1.
⟨5⟩1. CASE: D

(
[vl

f , v
l+1
f ], f ′) = ∞

PROOF: Then De
trans

(
[vl

f , v
l+1
f ], f ′) = dmax

trans

(
[vl

f , v
l+1
f ], f ′), since (5) with I1 (T

(
[vl

f , v
l+1
f ], f ′) < ∞ by step

⟨2⟩1).
⟨5⟩2. CASE: D

(
[vl

f , v
l+1
f ], f ′) < ∞

PROOF: Then
De

trans

(
[vl

f , v
l+1

f ], f ′) = D
(
[vl

f , v
l+1

f ], f ′) ≤ dmax
trans

(
[vl

f , v
l+1

f ], f ′),
by (5) and TransmissionPolicing.

⟨5⟩3. Q.E.D.
PROOF: By steps ⟨5⟩1 and ⟨5⟩2.

⟨4⟩3.
(
Smax + dmax

trans

)(
[vl

f , v
l+1
f ], f ′) ≤ Rmin

(
vl
f , f

)
EXPLAN: We show that C3’s preconditions for the strict separation are satisfied.
⟨5⟩1. R

(
vl
f , f

′) ∩R
(
vl
f , f

)
= ∅

PROOF: By definition of B with case assumption ⟨3⟩2.
⟨5⟩2. Rmin

(
vl
f , f

′) ≤ Rmax
(
vl
f , f

)
PROOF: By step ⟨2⟩1 and case assumption ⟨1⟩3, we have T

(
[vl

f , v
l+1
f ], f ′) ≤ T

(
[vl

f , v
l+1
f ], f

)
. By step ⟨2⟩2 and

⟨1⟩1, both f ′ and f arrive at vl
f within their PSFP enforced intervals. Therefore, FIFO yields

Rmin
(
vl

f , f
′) ≤ (

T +D
)(
[vl′−1

f′ , vl′

f′ ], f ′) < (
T +D

)(
[vl−1

f , vl

f ], f
)
≤ Rmax

(
vl

f , f
)
.

⟨5⟩3. Q.E.D.
PROOF: Steps ⟨5⟩1 and ⟨5⟩2 yield Rmax

(
vl
f , f

′) < Rmin
(
vl
f , f

)
. Therefore, C3 yields the inequality of ⟨4⟩3.

⟨4⟩4. Rmin
(
vl
f , f

)
≤ SE([vl

f , v
l+1
f ], f

)
PROOF: By C1 and Lemma 1.

⟨4⟩5. Q.E.D.
PROOF: The inequality ⟨2⟩3 holds by steps ⟨4⟩1–⟨4⟩4.

⟨3⟩3. Q.E.D.
PROOF: The inequality ⟨2⟩3 is shown for both cases ⟨3⟩1 and ⟨3⟩2.

⟨2⟩4. SE([vl
f , v

l+1
f ], f ′) < T

(
[vl

f , v
l+1
f ], f ′)

EXPLAN: We show the inequality step by step.
⟨3⟩1.

(
SE +De

trans

)(
[vl

f , v
l+1
f ], f ′) ≤ SE([vl

f , v
l+1
f ], f

)
PROOF: By step ⟨2⟩3.

⟨3⟩2. SE([vl
f , v

l+1
f ], f

)
<

(
T +De

trans

)(
[vl

f , v
l+1
f ], f ′)

PROOF: By step ⟨2⟩1.
⟨3⟩3. Q.E.D.

PROOF: By steps ⟨3⟩1 and ⟨3⟩2, subtracting De
trans

(
[vl

f , v
l+1
f ], f ′) from both sides.



⟨2⟩5. Q.E.D.
PROOF: Step ⟨2⟩1 and case assumption ⟨1⟩4 yield T

(
[vl

f , v
l+1
f ], f ′) < T

(
[vl

f , v
l+1
f ], f

)
, contradicting step ⟨1⟩1 with

([vl
f , v

l+1
f ], f) ∈ V by steps ⟨2⟩2 and ⟨2⟩4.

⟨1⟩5. CASE: Smin
(
[vl

f , v
l+1
f ], f

)
≤ T

(
[vl

f , v
l+1
f ], f

)
< SE([vl

f , v
l+1
f ], f

)
EXPLAN: In case the frame f starts it transmission earlier than expected, but still within S

(
[vl

f , v
l+1
f ], f

)
, there must be

some f ′ ∈ BE([vl
f , v

l+1
f ], f

)
which is transmitted directly before f (steps ⟨2⟩1 and ⟨2⟩2). We conclude that f ′ is

also transmitted earlier than expected (step ⟨2⟩3), yielding a contradiction to step ⟨1⟩1.
⟨2⟩1. BE([vl

f , v
l+1
f ], f

)
̸= ∅

ASSUME: BE([vl
f , v

l+1
f ], f

)
= ∅

PROVE: False
EXPLAN: Proof by contradiction.
⟨3⟩1. SE([vl

f , v
l+1
f ], f

)
= Smin

(
[vl

f , v
l+1
f ], f

)
PROOF: By definition of SE in (12).

⟨3⟩2. Q.E.D.
PROOF: Step ⟨3⟩1 contradicts case assumption ⟨1⟩5.

⟨2⟩2. PICK f ′ ∈ BE([vl
f , v

l+1
f ], f

)
with f ′ ∈ F and BE([vl

f , v
l+1
f ], f

)
= BE([vl

f , v
l+1
f ], f ′) ∪ {f ′}

PROOF: Let BE([vl
f , v

l+1
f ], f

)
= {f1, . . . , fm}, with m ≥ 1 by step ⟨2⟩1, and order fi such that

T
(
[vl

f , v
l+1

f ], f1
)
< T

(
[vl

f , v
l+1

f ], f2
)
< . . . < T

(
[vl

f , v
l+1

f ], fm
)
.

Then, fm satisfies BE([vl
f , v

l+1
f ], f

)
= BE([vl

f , v
l+1
f ], fm

)
∪ {fm} by definition of BE .

LET: l′ with vl
f = vl′

f′ .
⟨2⟩3. T

(
[vl

f , v
l+1
f ], f ′) < SE([vl

f , v
l+1
f ], f ′)

EXPLAN: We show the inequality step by step.
⟨3⟩1.

(
T +De

trans

)(
[vl

f , v
l+1
f ], f ′) ≤ T

(
[vl

f , v
l+1
f ], f

)
PROOF: By TransmissionConsistency, because T

(
[vl

f , v
l+1
f ], f ′) < T

(
[vl

f , v
l+1
f ], f

)
by step ⟨2⟩2.

⟨3⟩2. T
(
[vl

f , v
l+1
f ], f

)
< SE([vl

f , v
l+1
f ], f

)
PROOF: By case assumption ⟨1⟩5.

⟨3⟩3. SE([vl
f , v

l+1
f ], f

)
=

(
SE +De

trans

)(
[vl

f , v
l+1
f ], f ′)

PROOF: By step ⟨2⟩2 and definition of SE in (12).
⟨3⟩4. Q.E.D.

PROOF: By steps ⟨3⟩1–⟨3⟩3, when subtracting De
trans

(
[vl

f , v
l+1
f ], f ′) from both sides.

⟨2⟩4. Q.E.D.
PROOF: By step ⟨2⟩2, we have T

(
[vl

f , v
l+1
f ], f ′) < T

(
[vl

f , v
l+1
f ], f

)
. Since T

(
[vl

f , v
l+1
f ], f

)
< SE([vl

f , v
l+1
f ], f

)
by case

assumption ⟨1⟩5 and SE([vl
f , v

l+1
f ], f

)
< ∞ by definition (12), we also have T

(
[vl

f , v
l+1
f ], f ′) < ∞. Therefore, PSFP

yields (
T +D

)(
[vl′−1

f′ , vl′

f′ ], f ′) ∈ R
(
vl

f , f
′).

But then, step ⟨2⟩3 and T
(
[vl

f , v
l+1
f ], f ′) < T

(
[vl

f , v
l+1
f ], f

)
contradict step ⟨1⟩1.

⟨1⟩6. CASE: T
(
[vl

f , v
l+1
f ], f

)
< Smin

(
[vl

f , v
l+1
f ], f

)
EXPLAN: In case the frame f starts transmission earlier than expected, even before Smin

(
[vl

f , v
l+1
f ], f

)
, we show that there

must exist a GCL window (oj , cj) during which f is transmitted (step ⟨2⟩1). But by construction of FIPS’s GCL
Encoding, there exists another frame f ′ whose expected transmission starts at oj (step ⟨2⟩2). With C3 and the
construction of the FIPS’s PSFP intervals, we show in step ⟨2⟩3 that f would arrive at vl

f outside its PSFP enforce
interval — unfolding the desired contradiction.

⟨2⟩1. PICK 1 ≤ j < i such that oj ≤ T
(
[vl

f , v
l+1
f ], f

)
< cj

EXPLAN: We start in ⟨3⟩1 to show that such j exists with 1 ≤ j ≤ m, before restricting it to j < i in ⟨3⟩2.
⟨3⟩1. PICK 1 ≤ j ≤ m such that oj ≤ T

(
[vl

f , v
l+1
f ], f

)
< cj

PROOF: By GCL-Encapsulation.
⟨3⟩2. j < i

ASSUME: j ≥ i
PROVE: False
EXPLAN: Proof by contradiction. Assume j ≥ i and derive that f does not start its transmission earlier than

Smin
(
[vl

f , v
l+1
f ], f

)
– a contradiction to the case assumption ⟨1⟩6.

⟨4⟩1. oi ≤ oj ≤ T
(
[vl

f , v
l+1
f ], f

)
PROOF: By assumption ⟨3⟩2, definition of FIPS’s GCL Encoding, and step ⟨2⟩1.

⟨4⟩2. Q.E.D.
PROOF: Steps ⟨4⟩1 and ⟨1⟩3 contradict the case assumption ⟨1⟩6.



⟨3⟩3. Q.E.D.
PROOF: By steps ⟨3⟩1 and ⟨3⟩2.

⟨2⟩2. PICK f ′ ∈ F[vl
f ,v

l+1
f ] with oj = Smin

(
[vl

f , v
l+1
f ], f ′)

PROOF: Exists by construction of FIPS’s GCL Encoding.
⟨2⟩3.

(
T +D

)(
[vl−1

f , vl
f ], f

)
/∈ R

(
vl
f , f

)
EXPLAN: We show

(
T +D

)(
[vl−1

f , vl
f ], f

)
< Rmin

(
vl
f , f

)
step by step.

⟨3⟩1.
(
T +D

)(
[vl−1

f , vl
f ], f

)
≤ T

(
[vl

f , v
l+1
f ], f

)
PROOF: By SequentialTransmission.

⟨3⟩2. T
(
[vl

f , v
l+1
f ], f

)
< cj

PROOF: By step ⟨2⟩1.
⟨3⟩3. cj =

(
Smax + dmax

trans

)(
[vl

f , v
l+1
f ], f ′)

PROOF: By step ⟨2⟩2 and by construction of FIPS’s GCL Encoding.
⟨3⟩4.

(
Smax + dmax

trans

)(
[vl

f , v
l+1
f ], f ′) ≤ Rmin

(
vl
f , f

)
EXPLAN: We show that C3’s preconditions for the strict separation are satisfied.
⟨4⟩1. R

(
vl
f , f

′) ∩R
(
vl
f , f

)
= ∅

PROOF: By C3 with Smin
(
[vl

f , v
l+1
f ], f ′) = oj < oi = Smin

(
[vl

f , v
l+1
f ], f

)
(steps ⟨2⟩2, ⟨2⟩1, and ⟨1⟩3).

⟨4⟩2. Rmin
(
vl
f , f

′) ≤ Rmax
(
vl
f , f

)
ASSUME: Rmin

(
vl
f , f

′) > Rmax
(
vl
f , f

)
PROVE: False
EXPLAN: Proof by contradiction
⟨5⟩1. oi < oj

PROOF: With C3 and C1, we have
oi = Smin

(
[vl

f , v
l+1

f ], f
)
<

(
Smax + dmax

trans

)(
[vl

f , v
l+1

f ], f
)
≤ Rmin

(
vl

f , f
′) ≤ Smin

(
[vl

f , v
l+1

f ], f ′) = oj

⟨5⟩2. Q.E.D.
PROOF: Step ⟨5⟩1 contradicts step ⟨3⟩1.

⟨4⟩3. Q.E.D.
PROOF: Steps ⟨4⟩1 and ⟨4⟩2 yield Rmax

(
vl
f , f

′) < Rmin
(
vl
f , f

)
. Therefore, C3 yields the inequality of ⟨3⟩4.

⟨3⟩5. Q.E.D.
PROOF: Steps ⟨3⟩1–⟨3⟩4 yield

(
T +D

)(
[vl−1

f , vl
f ], f

)
< Rmin

(
vl
f , f

)
.

⟨2⟩4. Q.E.D.
PROOF: Step ⟨2⟩3 contradicts ([vl

f , v
l+1
f ], f) ∈ V (step ⟨1⟩1) with definition ⟨0⟩:1.

⟨1⟩7. Q.E.D.
PROOF: All three cases ⟨1⟩4, ⟨1⟩5, and ⟨1⟩6 yield a contradiction.

Theorem 3 A TSN configuration C derived by FIPS robustly schedules every stream f ∈ F .

Proof:
LET: f ∈ F frame
LET: vk+1

f ∈ f.path TSN bridge
LET: E = (T ,D) valid execution scheme satisfying (5)
EXPLAN: With Definition 1, we prove the statement with induction over k.
⟨1⟩1. D

(
[vl

f , v
l+1
f ], f

)
∈ d([vl

f , v
l+1
f ], f), ∀1 ≤ l ≤ k.

PROOF: Precondition (5) of robustness definition.
⟨1⟩2. CASE: k = 1
⟨2⟩1. D

(
[v1

f , v
2
f ], f

)
∈ d([v1

f , v
2
f ], f)

PROOF: By step ⟨1⟩1 with l = 1.
⟨2⟩2. T

(
[v1

f , v
2
f ], f

)
= Smin

(
[v1

f , v
2
f ], f

)
PROOF: By IsochronousTalker.

⟨2⟩3. Q.E.D.
EXPLAN: We show that f arrives within its PSFP interval [Rmin

(
v2
f , f

)
,Rmax

(
v2
f , f

)
].

⟨3⟩1.
(
T +D

)(
[v1

f , v
2
f ], f

)
≥ Rmin

(
v2
f , f

)
⟨4⟩1.

(
T +D

)(
[v1

f , v
2
f ], f

)
=

(
Smin +D

)(
[v1

f , v
2
f ], f

)
PROOF: By Step ⟨2⟩2.

⟨4⟩2.
(
Smin +D

)(
[v1

f , v
2
f ], f

)
≥

(
Smin + dmin

)(
[v1

f , v
2
f ], f

)
PROOF: By Step ⟨1⟩1.

⟨4⟩3.
(
Smin + dmin

)(
[v1

f , v
2
f ], f

)
= Rmin

(
v2
f , f

)



PROOF: By construction of the PSFP intervals in FIPS.
⟨4⟩4. Q.E.D.

PROOF: By steps ⟨4⟩1–⟨4⟩3, in that order.
⟨3⟩2.

(
T +D

)(
[v1

f , v
2
f ], f

)
≤ Rmax

(
v2
f , f

)
⟨4⟩1.

(
T +D

)(
[v1

f , v
2
f ], f

)
=

(
Smin +D

)(
[v1

f , v
2
f ], f

)
PROOF: By Step ⟨2⟩2.

⟨4⟩2.
(
Smin +D

)(
[v1

f , v
2
f ], f

)
≤

(
Smax +D

)(
[v1

f , v
2
f ], f

)
PROOF: By (11).

⟨4⟩3.
(
Smax +D

)(
[v1

f , v
2
f ], f

)
≤

(
Smax + dmax

)(
[v1

f , v
2
f ], f

)
PROOF: By Step ⟨1⟩1.

⟨4⟩4.
(
Smax + dmax

)(
[v1

f , v
2
f ], f

)
= Rmax

(
v2
f , f

)
PROOF: By construction of the PSFP intervals in FIPS.

⟨4⟩5. Q.E.D.
PROOF: By steps ⟨4⟩1–⟨4⟩4, in that order.

⟨3⟩3. Q.E.D.
PROOF: By steps ⟨3⟩1 and ⟨3⟩2.

⟨1⟩3. CASE: k > 1
⟨2⟩1.

(
T +D

)(
[vk−1

f , vk
f ], f

)
∈ R

(
vk
f , f

)
PROOF: By induction hypothesis.

⟨2⟩2. T
(
[vk

f , v
k+1
f ], f

)
= SE([vk

f , v
k+1
f ], f

)
PROOF: By Lemma 2 with Step ⟨2⟩1.

⟨2⟩3. T
(
[vk

f , v
k+1
f ], f

)
∈ S

(
[vk

f , v
k+1
f ], f

)
PROOF: By Lemma 1 with Step ⟨2⟩2.

⟨2⟩4. Q.E.D.
EXPLAN: We show that f arrives within its PSFP interval [Rmin

(
vk+1
f , f

)
,Rmax

(
vk+1
f , f

)
].

⟨3⟩1.
(
T +D

)(
[vk

f , v
k+1
f ], f

)
≥ Rmin

(
vk+1
f , f

)
⟨4⟩1.

(
T +D

)(
[vk

f , v
k+1
f ], f

)
≥

(
Smin +D

)(
[vk

f , v
k+1
f ], f

)
PROOF: By Step ⟨2⟩3.

⟨4⟩2.
(
Smin +D

)(
[vk

f , v
k+1
f ], f

)
≥

(
Smin + dmin

)(
[vk

f , v
k+1
f ], f

)
PROOF: By Step ⟨1⟩1.

⟨4⟩3.
(
Smin + dmin

)(
[vk

f , v
k+1
f ], f

)
= Rmin

(
vk+1
f , f

)
PROOF: By construction of the PSFP intervals in FIPS.

⟨4⟩4. Q.E.D.
PROOF: By steps ⟨4⟩1–⟨4⟩3, in that order.

⟨3⟩2.
(
T +D

)(
[vk

f , v
k+1
f ], f

)
≤ Rmax

(
vk+1
f , f

)
⟨4⟩1.

(
T +D

)(
[vk

f , v
k+1
f ], f

)
≤

(
Smax +D

)(
[vk

f , v
k+1
f ], f

)
PROOF: By Step ⟨2⟩3.

⟨4⟩2.
(
Smax +D

)(
[vk

f , v
k+1
f ], f

)
≥

(
Smax + dmax

)(
[vk

f , v
k+1
f ], f

)
PROOF: By Step ⟨1⟩1.

⟨4⟩3.
(
Smax + dmax

)(
[vk

f , v
k+1
f ], f

)
= Rmax

(
vk+1
f , f

)
PROOF: By construction of the PSFP intervals in FIPS.

⟨4⟩4. Q.E.D.
PROOF: By steps ⟨4⟩1–⟨4⟩3, in that order.

⟨3⟩3. Q.E.D.
PROOF: By steps ⟨3⟩1 and ⟨3⟩2.

⟨1⟩4. Q.E.D.
PROOF: By induction, the statement holds for all 1 ≤ k < n(f).


