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Abstract—Reliable time synchronization is of utmost impor-
tance within 6G networks, particularly when envisioning their
role in future industrial automation scenarios that demand
deterministic communication. In particular, we focus on the
integration of 6G with time-sensitive networking (TSN). Tra-
ditionally, the best timeTransmitter clock algorithm (BTCA)
is used to dynamically select a grandmaster (GM) for TSN
nodes in a 6G-TSN network. However, BTCA’s performance
in case of link or device failures is categorized to be slow.
The IEEE 802.1ASdm standard addresses this limitation by
introducing a hot standby GM in the network. In this paper,
we extend the hot standby amendment to 6G-TSN networks
to support continuous time synchronization. For the analysis,
we develop a simulation framework in OMNeT++. We analyze
the performance in terms of clock drift and out-of-sync time
for different time synchronization scenarios in case of failures.
Having two synchronized GMs in the network reduces the out-
of-sync time in case of failure when compared to BTCA.

Index Terms—Time synchronization, 5G/6G, TSN, 5G-TSN,
6G-TSN, BTCA, BMCA

I. INTRODUCTION

In the rapidly advancing realm of 6G networks, time-
sensitive networking (TSN) has become an essential frame-
work for enabling deterministic communication with ex-
tremely low latency and jitter [1], [2]. This is crucial for
applications such as autonomous driving, industrial automa-
tion, smart grids, and mission-critical communications, where
even the slightest timing inaccuracies can lead to undesirable
behavior. TSN aims to provide highly accurate and reliable
time synchronization across network devices to ensure coor-
dinated actions and seamless data flow. To address this, the
IEEE 802.1AS [3] standard defines a precision time protocol
(PTP) profile [4], the generic precision time protocol (gPTP).
gPTP uses a simplified version of the best timetransmitter
clock algorithm (BTCA) to dynamically select a grandmaster
(GM) clock within a domain [4]. In the upcoming sections, we
follow the inclusive terminology as specified in [5] amendment
to describe the time synchronization. Whereby the following
should be noted: master is replaced with timeTransmitter
(tT), slave is replaced with timeReceiver (tR), GM remains
grandmaster, and best master clock algorithm (BMCA) is
replaced with BTCA.

The integration of 5G with TSN networks has been stan-
dardized by 3GPP, where the 5G system (5GS) acts as
a (virtual) time-aware system for the time synchronization
perspective [6] (as shown in Fig. 1). This integrated network
is referred to as a 5G-TSN network. The TSN integration
with 6G networks relies on the backward compatibility of
6G specifications. The gPTP time synchronization of TSN
nodes (i.e., end stations and bridges) connected via the 5G
virtual TSN bridge is managed by the two functional entities
at the boundaries of the 5GS. As in any gPTP network, BTCA
is used for selecting a GM for the TSN nodes in the 5G-
TSN network. However, BTCA’s response to link or device
failures is considered slow. During the election of a new GM,
the clocks of the tR nodes continue running independently,
resulting in an unsynchronized network. The election process
can take several hundred seconds, primarily due to BTCA and
clock servo mechanism’s recovery time [7]. Additionally, it is
unable to recognize transient faults in clocks, hence leading to
an unstable time synchronization [8]. The IEEE 802.1ASdm
standard addresses these shortcomings by disabling BTCA and
enabling a redundant hot standby GM and time domain for
wired networks.

For 6G-TSN network, a hot standby redundancy in GM
has not been defined yet. There are a few open questions
that need to be addressed when extending the hot standby to
6G-TSN networks. In this paper, we address these questions
by extending the hot standby in 6G-TSN networks. We first
provide an overview of the important considerations for the
placement of the two GMs in 6G-TSN networks. In particular,
our contributions include the following.

e We build upon the concept of a hot standby GM and
extend it to 6G-TSN networks.

e« We provide a simulation framework in OMNeT++ for
the analysis. It uses real-world measurement data for 6G
packet delay [9]. The simulator will be provided open-
source on GitHub.

o We analyze the time synchronization performance with
hot standby in 6G-TSN networks for different time
synchronization scenarios. The simulation results show
a reduced out-of-sync duration when using hot standby
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Fig. 1. Time synchronization in 5G-TSN network where 5GS operates as a
time-aware system. Time synchronization with a downlink GM is shown.

compared to traditional BTCA, thus supporting continu-
ous time synchronization.

The rest of the paper is organized as follows: Section II
presents related work on time synchronization in 5G-TSN
networks. Section III explains the time synchronization mecha-
nisms in 5G-TSN networks with a focus on BTCA. Section IV
details the hot standby GM operation in 6G-TSN networks.
Section V presents the simulator design. Section VI analyzes
different time synchronization scenarios in 6G-TSN network.
Lastly, section VII concludes the paper with some discussions.

II. RELATED WORK

Time synchronization in 5G-TSN network is an extensively
researched topic. As related work, we present the research
focusing on the performance of BTCA and GM locations.
Gutiérrez et al. [10] demonstrated the cumulative impact of
PHY jitter and clock granularity as synchronization informa-
tion propagates further from the GM. Their research, con-
ducted within a TSN network, showed that synchronization ac-
curacy degrades from 0.6 us to approximately 2 us at the final
end station in a 100-hop chain. In the context of 5G-TSN net-
works, Schiingel et al. introduced an enhanced BTCA, which
takes into account the relative positioning of the GM [11]. This
algorithm factors in network-related data to better account for
architectural influences when selecting a GM. Additionally,
the authors studied synchronization performance in a 5G-TSN
network, considering different GM placements [12]. Their
results indicated that the error introduced by combining 5G
with TSN adds an extra synchronization error equivalent to
around 36 additional hops. To address error accumulation in
traditional BTCA, Jeon et al. proposed using a pre-configured
ordered list of GMs to reconfigure the GM, helping to mitigate
the effects of successive message exchanges [13]. To this
end, time synchronization with hot standby GM in 6G-TSN
networks has not been studied so far. Our previous work [14],
[15], focused on presenting the first ideas for extending the hot
standby GM for 6G-TSN networks. In this paper, we analyze
the time synchronization performance in the presence of a hot
standby.

III. TIME SYNCHRONIZATION IN 5G-TSN NETWORKS

Within a 5G-TSN network, different synchronization mech-
anisms work together to achieve end-to-end (E2E) time syn-
chronization, as shown in Fig. 1. The components of the

5GS, e.g., the gNodeB (gNB), user plane function (UPF),
and user equipment (UE), are synchronized via internal 5GS
synchronization mechanisms [16], [17]. These components
synchronize to the internal 5GS clock, which receives time
from a global navigation satellite system (GNSS). On the
other hand, the TSN nodes synchronize using the PTP profile
gPTP [3] to a GM clock located either within the TSN network
or in the 5G network. An instance of the gPTP protocol
operating in a single device within a single domain is termed a
PTP instance. A device containing one or more PTP instances
is termed a time-aware system. The gPTP synchronization is
implemented by the two functional entities at the boundaries
of the 5GS: the device side TSN translator (DS-TT) at the UE
and the network side TSN translator (NW-TT) at the UPF.
The DS-TT and NW-TT generate gPTP messages for their
respective tT ports. The NW-TT generates gPTP messages on
behalf of the DS-TT, if the DS-TT does not support this.
The internal 5GS synchronization mechanisms are used to
synchronize the UE/DS-TT [16] and the NW-TT [17]. The
PTP messages are timestamped at the ingress (TSi) and at
the egress (TSe) of the 5GS to calculate the residence time, as
shown in Fig. 1. A time error contribution between the ingress
and egress of the 5GS for the synchronization messages has
been specified by the 3GPP to be no more than 900 ns [18].

The GM location introduces dependencies among the differ-
ent synchronization mechanisms [10]. To address this, 3GPP
has standardized three options for a GM to synchronize
the TSN nodes in 5G-TSN networks [6]. First, in downlink
synchronization (as illustrated in Fig.1), the GM for TSN
nodes is located on the network side (connected to the UPF)
of the 5GS . The synchronization error for TSN nodes beyond
the 5GS is influenced by the accuracy of the 5GS residence
time. This accuracy greatly depends on the 5GS clock based
synchronization of NW-TT and DS-TT. Second, in uplink
synchronization, the GM for TSN nodes is located on the
device side (connected to a UE) of the 5GS. Here the gPTP
messages required to synchronize other TSN devices on the
device side must traverse the wireless link (air interface,
shown with dashed line in Fig.1) between gNB and UE
twice. Similar to downlink synchronization, the synchroniza-
tion error is greatly influenced by the accuracy of residence
time estimation, which relies on the 5G clock. For the air
interface, the time error can increase substantially, potentially
exceeding the required 900 ns time error budget. To mitigate
this, 3GPP has proposed adding the air interface propagation
time to the time reference, thus minimizing the time error
by accounting for the propagation delay [11]. Third, the time
synchronization as a service enables external networks, such
as TSN networks to access the 5G timing as introduced in Rel-
17 [19]. As the quality of 5GS clocks is constantly improving,
it is becoming less dependent on the GNSS or even can
be considered as a terrestrial backup for GNSS. With Rel-
18, 3GPP has introduced a timing resiliency service for an
external network, which monitors the performance of the 5G
time synchronization and provides a status report. If a status
change (degradation, failure, or improvement) is detected, the
next generation-radio access network (NG-RAN) sends either
a high level status report or detailed clock quality metrics



to the UE using the service [19]. This support for timing
resiliency allows for the detection of faults and degradation
in quality of the time synchronization. Additionally, it allows
to report the 5G clock quality metrics to external networks
hence allowing for the 5GS clock to be used as GM in external
networks employing BTCA.

A. Best timeTransmitter Clock Algorithm (BTCA)

When using gPTP based time synchronization, BTCA is
used to dynamically select the GM within each gPTP domain
in a time-aware network, as specified in [4] and [3]. The
synchronization hierarchy is established based on the port
decisions made independently at each PTP instance. In other
words, the PTP instances do not negotiate which instance
should be the GM. The synchronization hierarchy is estab-
lished as spanning tree to prevent synchronization loops.

BTCA consists of two parts: a dataset comparison algorithm
and a port decision algorithm. The dataset comparison algo-
rithm makes use of the information contained in the Announce
messages. Each time-aware system sends out Announce mes-
sages to other time-aware systems within a gPTP time domain.
The Announce messages contain information about the clock
and topology attributes like priorityl, clockClass, clockAc-
curacy, offsetScaledLogVariance, priority2, and clockldentity,
ordered from the most to the least significant attribute [4].
The dataset comparison algorithm compares the information
contained in the Announce messages received at each port to
the local clock to find the best clock at each port. The dataset
comparison algorithm is leveraged again to find the overall
best clock for each PTP instance. The port decision algorithm
runs on each PTP instance and sets the port states based on
the best data set per PTP instance, the best dataset per port,
and the local dataset. A port can either be tT, tR, or passive.
tT ports send out synchronization messages, whereas the tR
ports receive them. Lastly, the passive port states help avoid
loops in the synchronization hierarchy.

If the current GM fails or ceases to transmit timing informa-
tion, BTCA is triggered to select a new GM after a announc-
eReceiptTimeout. On the one hand, BTCA’s response in the
event of a failure is considered to be slow as it introduces a
downtime until a new GM can be found [7]. This would be un-
desireable for many time-critical applications. This downtime
in case of a failure is presented in Sec.VI. Moreover, BTCA
does not have a detection mechanism to detect transient faults
within a GM clock. These transient faults, when not promptly
identified, can lead to undesirable consequences, including
what is colloquially referred to as a “ping-pong effect”. This
phenomenon unfolds as BTCA tirelessly searches for the best
tT in the network, often switching between multiple candidates
without achieving stable synchronization [8].

IV. HOT STANDBY IN 6G-TSN NETWORKS

Both 3GPP and IEEE 802.1 standards support multiple GMs
and time domains to meet the needs of industrial applications
requiring both universal and working time, as well as to
enhance fault tolerance. Each domain is identified by a unique
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domain number. These time domains are currently indepen-
dent, meaning the different GMs do not synchronize with one
another. Furthermore, 3GPP allows for local configuration to
determine the GM and the synchronization spanning tree.
The IEEE 802.1ASdm standard [20] (the hot standby
amendment) addresses the limitations of BTCA. It specifies
the process of selecting and configuring multiple GMs in a
time-aware network, hence enabling redundancy in GM with a
hot standby system. The hot standby amendment eliminates the
use of BTCA within a domain. Instead, it relies on the external
port configuration option to implement a static configuration.
The two GMs are selected by an external management entity
(e.g., the TSN network controller). With hot standby system
enabled, each time-aware system simultaneously operates two
PTP instances, each within its own domain. The two domains
are referred to as the primary domain and the hot standby
domain, with their respective GMs referred to as the primary
GM and the hot standby GM. A time-aware system uses
the primary domain for its application as long as the hot
standby system is in the redundant state (i.e., both domains are
available). Only if the primary domain is no longer available,
the time-aware systems begins using the hot standby domain.
The hot standby GM synchronizes itself with the primary
GM before transmitting timing messages within its domain.
This procedure ensures that the time provided by both GMs
remains within a tolerance range, resulting in consistent and
continuous time provision. The hot standby system keeps track
of the difference between the primary and the hot standby
GM time using the primarySecondaryOffset variable. If the
primarySecondaryOffset is above a threshold, the hot standby
system transitions from a redundant to a non-redundant state
(i.e., only one domain is available). The hot standby state
machine is depicted in Fig. 2. Here “is synced” means that the
synchronization requirements of the PTP instance are fulfilled.
The hot standby amendment proposes an optional split func-
tionality which provides an interworking function that transfers
synchronized time from a synchronized PTP instance to an
out-of-sync PTP instance. Thus, the split functionality brings
the primarySecondaryOffset within the threshold and allows
the hot standby mechanism to recover from a non-redundant
state to a redundant state (i.e., two domains are available).



While both the 3GPP [21] and IEEE 802.1 [22] standardiza-
tion bodies acknowledge the need for continuous time synchro-
nization by introducing support for multiple GMs and multiple
synchronization paths, limitations persist as mentioned above.
Redundancy in GM could be a key enabler for achieving
resilient, fault-tolerant, and continuous time synchronization
in the event of failures. Hence, in the context of 6G networks
looking into a solution similar to IEEE 802.1ASdm, i.e., a hot
standby GM could be of interest to reduce the downtime period
in case of failures for the time-critical applications. When
enabling hot standby for 6G-TSN networks, some important
considerations related to the network architecture and clock
quality should be taken into account. These considerations are
presented in our previous work [14]. Here we present a short
overview for completeness. The placement of the two GMs in
6G-TSN networks could introduce some dependencies in the
time synchronization quality as also pointed out by the related
work [10]-[13]. When considering possible options for the
placement of the two GMs in the light of the standardized time
synchronization mechanisms (see Sec. III), following should
be considered:

¢ Using the 6G GM as one of the GMs could benefit
from the higher quality (access to GNSS time) 6G clock.
In the case of failure of the primary (6G) GM (e.g.,
loses access to GNSS time), the gNB can still support
time synchronization for a certain time while being in a
holdover state.

e« The 6G clock is used to synchronize the other 6G
elements like the gNB, UPF, and other UEs for their
proper functioning. Hence, it is not desirable that the 6G
GM synchronized to an external network (non 6G clock),
making it not a suitable choice for a hot standby GM.

o Similarly, for use cases involving scenarios where one of
the GMs is the 6G GM, the optional split functionality
should be set to FALSE. This will prevent the hot standby
GM from attempting to synchronize the 6G GM’s clock
once the 6G GM or 6G connection is restored after a
failure.

« Having the GM on the network side helps keeping the
time-error low for device side TSN end-stations given the
timing messages only travel once over the air interface.

V. SIMULATOR DESIGN

In order to analyze the hot standby in 6G-TSN networks in
the case of failures, we extend the INET simulation framework
[23] for TSN features and the DetCom simulator framework
[24] for 6G-TSN networks in the OMNeT++ simulator [25]. In
this section, we introduce our extensions to these frameworks
to allow for a full evaluation of BTCA as well as hot standby.
Our implementation will be open-sourced along with this
paper on GitHub.

A. Extensions to INET’s gPTP implementation

The INET framework already provides a gPTP implemen-
tation which includes two distinct device types: TsnDevices
and TsnSwitches, representing PTP ordinary and boundary
clocks, respectively. Each device can have one or more local

clocks, each equipped with different types of oscillators. Real
oscillators are affected by imperfections like oscillator aging,
temperature gradient, and vibrations causing the clocks to drift.
The oscillator of a clock determines its drift behavior, includ-
ing the drift rate relative to simulation time and its variations.
The clock itself can have additional functionalities, such as
adjusting its time or compensating for drift by modifying the
oscillator settings. Multiple clocks within a single device can
be grouped into a multiClock. While each clock in a multiClock
continues to operate independently, the multiClock presents
itself externally as a single clock. The activeClock parameter
specifies which clock is currently in use. Each device can have
one or multiple gPTP instances, which manage the processing
of incoming and outgoing gPTP messages. Each gPTP instance
has a unique domain number and has configurable parameters,
such as the synclnterval. Additionally, each gPTP instance is
linked to a single clock, which provides timestamps for gPTP
messages. Upon receipt of a SYNC message, the gPTP instance
instructs its associated clock to adjust its time according the
clock’s implementation.

As these basic features are insufficient for our evaluation
needs, we extend the INET gPTP implementation by clock
servos, a BTCA, and a fully-functional hot standby operation.

1) Clock servo: The clock servo is responsible for cor-
recting the drift between tR and tT clocks, thus minimizing
clock jitter and maintaining the clock drift within the required
limits [26]. Currently INET’s gPTP implementation, does not
provide any clock servos. A clock without a clock servo is
termed as a SettableClock. It jumps to the time calculated by
the gPTP component and estimates the drift rate using the
last SYNC message. The clock drift for the SettableClock is
shown in Fig. 3 in green color. This jumping behavior can
introduce several challenges. If a device event or a message
is scheduled for transmission at a specific time, a sudden
forward jump in time may cause the event to be skipped
or, if executed immediately, may lead to conflicts with other
events. Conversely, a backward time jump could result in
events being processed multiple times if not handled correctly.
To mitigate these issues, we introduce a proportional-integral
(PD) controller based clock servo. The PI controller adjusts the
clock drift by speeding up or slowing down the clock and thus
maintains the synchronization to the tT without performing
any jumps [27]. Given, the simplicity of a PI controller, it is a
common choice for PTP-synchronized clocks and is also used
in real-world gPTP implementations, such as gPTP for Linux
(ptp4l) [28]. The behavior of the PIServoClock is shown with
orange color in Fig. 3.

2) BTCA: Currently, INET’s gPTP does not provide an
implementation of the BTCA. We therefore extend the INET
framework by adding a complete BTCA implementation. Our
implementation adheres to the fundamental requirements of
BTCA as presented in Sec. III-A, and specified in [3]. In the
event of a link or device failure that results in the loss of
synchronization with the current GM, the BTCA is automat-
ically re-executed after a predefined announceReceiptTimeout
interval. This ensures that the network can dynamically re-
select a new GM when necessary, thus maintaining clock
synchronization and minimizing disruption.
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3) Hot standby: INET already supports multiple gPTP
instances for different domains in a single network device.
By assigning each gPTP instance to a separate clock, a device
can achieve independent synchronization in each of its gPTP
domains.

In order to evaluate hot standby in the 6G-TSN network, we
incorporate the hot standby system into the INET’s gPTP im-
plementation. The synchronization state of a domain changes
following a syncReceiptTimeout event. By default of the gPTP
standard [3] this syncReceiptTimeout equals three consecutive
synclnterval periods. The hot standby system orchestrates the
switch between a redundant and a non-redundant by updating
the activeClock parameters based on the hot standby system
state. If the primarySecondaryOffset is above a threshold, the
hot standby system transitions from a redundant to a non-
redundant state (i.e., only one domain is available), as shown
in Fig. 2.

B. Extensions to the 6G DetCom simulator framework

As the 6G system (6GS) integrates with TSN as a time-
aware system, the main difference from the TSN network
perspective is the added packet delay inside the 6GS. This
packet delay is compensated for using the residence time (see
Sec. III). The DetCom simulator framework provides an imple-
mentation of a 6G-TSN bridge with DS-TTs and the NW-TT.
It hides the 6G internals by replacing them with real-world
measurements of the characteristic packet delay of different
5G testbeds and trials, thus facilitating evaluation of concepts
for 6G-TSN networks. The details on the measurement data
sets is provided in [24].

For the analysis of time synchronization performance, we
extend the DetCom simulator framework, with gPTP support
at TSN translators. In particular, we implement the times-
tamping of gPTP messages at the two TSN translators at
the boundaries of the 6GS. These timestamps allow for the
calculation of the rate ratio between the 6GS and TSN nodes,
as well as the determination of residence time.

In order to provide a complete framework for the evaluation
of gPTP in 6G-TSN networks, we combine our new INET

gPTP implementation with our new TSN translator function-
ality. To this end, we developed a modified gPTP implemen-
tation for the use in TSN translators. This implementation
prevents the transmission of Pdelay_Req and Pdelay_Resp
messages between TSN translators, as delay measurement
within the 6G system are handled by the newly added times-
tamping mechanism. Additionally, it manages synchronization
between the 6G and TSN clocks when a TSN translator is
designated as the GM of a domain.

VI. ANALYSIS OF HOT STANDBY OPERATION

Using the simulator presented above, we analyze the perfor-
mance of time synchronization in 6G-TSN networks with hot
standby in the case of failures for two different time synchro-
nization architectures. The simulation results are compared
against a 6G-TSN network with BTCA enabled.

A. Simulation setup

The 6G-TSN network is simulated as shown in Fig. 4 and
Fig. 5. The TSN end station 1 is connected to the NW-TT
via TSN switch A. The TSN end station 2 is connected to
the DS-TT 1 via TSN switch B. The TSN end station 3 is
connected to DS-TT 2. In the following we use the term station
when referring to a TSN end station. The 6GS is simulated by
the 6G DetCom node [24] with uplink and downlink delays
as per the PD-Wireless-5G-1 dataset [9]. The 6G clocks of the
TSN translators are configured to drift apart by a maximum
of +450ns, to ensure compliance with 3GPP’s budget of
900 ns [18] between two TSN translators. The drift rate for
TSN clocks is randomly assigned in alignment with the time
deviation (TDEV) requirements specified in the IEEE 802.1AS
standard [3], but simplified to a maximum TDEV of 5 ns over
an observation interval of 1s and a maximum frequency offset
of 100 ppm.

All gPTP compliant devices are configured according to
the parameter settings recommended in the IEEE 802.1AS
standard. Specifically, we set the intervals for the SYNC
messages to 125 ms and to 1 s for the Announce message, each
with a timeout after 3 intervals. We simulate two different
BTCA implementations. One, BTCA where the Announce
messages are sent immediately to neighboring nodes if BTCA
execution results in the selection of a new GM. And an
alternative implementation, BTCA2 where the PTP instance
waits until the end of the current announce interval to send
out the Announce messages.

B. Simulation scenarios

In the view of the important consideration for GM location
as presented in Sec. IV, we consider three different time
synchronization scenarios in 6G-TSN network.

First, in hot standby scenario 1, BTCA is disabled and hot
standby system is enabled with a static configuration of GMs.
The NW-TT, synchronized to the 6G GM, is chosen as the
primary GM. It synchronizes the TSN nodes on either side
of the 6GS. Whereas, the network side TSN end station 1 is
chosen as the hot standby GM. It also synchronizes the TSN
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nodes on either side of the 6GS. The hot standby scenario
1 is depicted in Fig. 4. Here the primary domain is depicted
in green color, whereas the hot standby domain is depicted
in blue color. Second, in hot standby scenario 2, BTCA
is disabled and hot standby system is enabled with a static
configuration of GMs. The hot standby scenario 2 is shown in
Fig. 5. The NW-TT, synchronized to the 6G GM, is chosen
as the primary GM, as in the first scenario. It synchronizes
the TSN nodes on either side of the 6G time-aware system. In
this scenario, two independent hot standby GMs are used for
different parts of the network. The hot standby GM 1 resides
on the TSN end station 1 on the network side of the 6GS.
It synchronizes the TSN nodes only on the network side of
the 6GS (purple domain in Fig. 5). Whereas the hot standby
GM 2 resides on the TSN end station 2 on the device side of
the 6GS. It synchronizes the TSN nodes only on the device
side of the 6GS (blue domain in Fig. 5). Third, in the BTCA
scenario, we only use one time domain which uses BTCA to
determine the GM. In order to allow for a fair comparison,
we set clock attributes in the BTCA scenario that prioritize
the NW-TT in the selection of the GM clock. Additionally,
the clockAccuracy is also kept low for the TSN end station 1
and TSN end station 2, such that BTCA eventually selects the
same GM as predefined in the hot standby scenarios.

For each time synchronization scenario, we simulate three
different failure cases:

1) The NW-TT loses access to 6G timing. Hence, the
NW-TT becomes GM incapable and stops transmitting
SYNC messages as the GM. In the simulation, this failure
occurs from 10s to 50s.

1000

— NW-TT
750 4 Station 1

—— DSTT1
500 {. === Station 2

250 1

—250 1

=500

Clock offset to simulation time [ns]
o

—750 1

failure case 2 failure case 3

]
failure case 1

—1000

T T T T T T T
25 50 75 100 125 150 175
Simulation time [s]

Fig. 6. Clock drifts for devices in the hot standby scenario 1 with drifting
6G clocks. The clock offset = 0 is shown with a black line.

2) The 6G network availability is compromised. In other
words the network connection between the NW-TT and
DS-TTs is lost. In the simulation, this failure occurs
from 70s to 110s.

3) The connection between NW-TT and switch A is lost.
In the simulation, this failure occurs from 130s to 170s.

C. Simulation Results

In this section, we analyze the scenarios and failure cases
introduced above based on different metrics, namely the influ-
ence of the 6G time-aware system, the adaptability to failures
and the out-of-sync time.

1) Influence of the 6G time-aware system: First, we evalu-
ate influence of the 6G system on the synchronization accuracy
of the TSN system in 6G-TSN networks for hot standby
scenario 1 in all three failure cases. Fig. 6 shows the clock
drift of the 6G clocks located in the TSN translators and the
drift of the TSN clocks located in stations 1 and 2. A clock
offset of 0 is the ideal time. As can be seen, the total drift error
for the 6GS remains within the 900 ns budget. During intervals
without failure, e.g., between 50s and 70s, the clock drift of
the TSN clocks tightly follows the clock drift of the 6G clocks.
This indicates that a main source for the TSN clocks drifting
apart is the inaccurate synchronization of the 6G system. Since
the net effect of the failure cases is partly obfuscated by this
drift of the 6G clocks, all subsequent simulations are based
on an ideal 6G clock, i.e., free from any drift or offset.

2) Adaptability to failures: Next, we compare the adapt-
ability in the different time synchronization scenarios across
all three failure cases. Our analysis focuses on the clock offset
of TSN nodes within the 6G-TSN network relative to the ideal
clock under these scenarios, with results presented in Fig. 7.
Since we consider idealized 6G clocks for this analysis and
the NW-TT is the primary GM, the NW-TT always has a zero
clock drift.

In the first failure case, where the NW-TT becomes GM
incapable, a key distinction between the two hot standby
scenarios becomes evident. In hot standby scenario 1, all
devices seamlessly switch to the hot standby domain, with
station 1 assuming the role of hot standby GM. Here, all
TSN nodes are perfectly synchronized with each other. In
contrast, in hot standby scenario 2, the network splits into two
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Fig. 7. Drift of TSN clocks in a setup with ideal 6G clocks. Each grey area corresponds to one of the three failure cases.

separately synchronized parts. This occurs because the device
side synchronizes to hot standby GM 2 (station 2), while
the network side synchronizes to hot standby GM 1 (station
1). As a result, the two sections of the network drift apart
from each other, despite all network links remaining intact
and theoretically capable of maintaining synchronization. In
the BTCA scenario, station 1 is selected as the GM, thus
resulting in a similar behavior of the TSN nodes as in hot
standby scenario 1.

In the second failure case, where the connection between
the NW-TT and DS-TTs is lost, a network split into multiple
segments is unavoidable due to the lack of link redundancy.
In both hot standby scenarios, the network side TSN nodes
remain synchronized to the NW-TT as the primary GM. How-
ever, the device side TSN nodes respond differently depending
on the hot standby scenario. In hot standby scenario 1, the
device side TSN nodes lack an alternative synchronization
source, causing their clocks to drift randomly apart. In con-
trast, in hot standby scenario 2, station 2 and switch B remain
synchronized by the hot standby domain 2 and only station
3 drifts apart, as the link between the DS-TT 1 and DS-
TT 2 is broken and there is no available hot standby GM
to synchronize to. The BTCA scenario behaves similar to the
hot standby scenario 2, eventually selecting station 2 as the
new GM to keep switch B synchronized.

In the third failure case, where the link between the NW-TT
and switch A is broken, we observe a similar behaviour
for all three scenarios. The device side TSN nodes remain
synchronized to the NW-TT. In both hot standby scenarios,
station 1 is the hot standby GM for the network side TSN
nodes. Similarly, in the BTCA scenario, station 1 is eventually
selected as the GM by the BTCA algorithm.

In summary, when comparing BTCA and hot standby, we
observe that in the BTCA scenario, in any failure case, there is
only one group of clocks drifting away in the same direction
from the ideal GM at the NW-TT per disconnected network
part. This shows that BTCA is able to find exactly one new
GM for all interconnected parts of the network as long as
there is at least one GM-capable device in each separate part
of the network. Hot standby with a static configuration, on
the other hand, leads to parts of the network being without a
GM if the hot standby domain is separated as well. Having
different hot standby domains can additionally lead to devices
synchronizing to two different GMs even though the network
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Fig. 8. Complementary cumulative distribution of the out-of-sync time of
switch A. The number in parentheses indicates the number of hops between
the switch A and the GM.
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Fig. 9. Complementary cumulative distribution of the maximum offset be-
tween switch A and newly selected GM station 1. The number in parentheses
indicates the number of hops between the switch A and the GM.

topology would still allow a single GM to be present.

3) Out-of-sync time: Even though BTCA is able to adapt
to changing network environments, its reaction time to failures
is categorized as slow. In order to analyze this claim in more
detail, we compare the out-of-sync time and the resulting clock
offset for switch A in hot standby scenario 1 against the two
BTCA implementations in failure case 3. In this failure case,
in hot standby scenario 1, the primary domain is no longer
available, and the switch A switches to the hot standby domain.
In contrast, in the BTCA implementations, BTCA needs to
select new GM.The out-of-sync time is defined as the time



between a syncReceiptTimeout and a new Sync message.

In order to also analyze the impact of multiple hops when
BTCA searches for a new GM, we generate results for 10
and 50 intermediate hops between switch A and station 1.
The following results are based on 100 simulations for each
simulation scenario. In Fig. 8, we present the out-of-sync
time between switch A and the newly selected GM station 1.
Additionally, Fig. 9 shows the cumulative distribution of the
maximum offset between switch A and station 1. As expected,
in the hot standby scenario, the out-of-sync time is minimal,
as devices are able to switch to the hot standby domain
almost immediately after the sync timeout. The short out-of-
sync time also leads to a negligible maximum offset between
switch A and station 1. Similarly, the effect of the number of
hops is negligible, as the sync timeout occurs independently
on every device and no new GM needs to be selected. The
BTCA implementations, on the other hand, take longer to
adapt to network failures compared to hot standby scenario
1. This longer out-of-sync time also leads to a greater clock
offset. There are two main reasons why this happens. First, the
Announce timeout it greater than the Sync timeout. Thus, the
time until BTCA starts to react to the failure in the network
is greater than in the hot standby scenario. The second reason
is that BTCA need time to exchange Announce messages
in order to select a new GM, while the hot standby GM is
already preconfigured in the hot standby scenario. This effect
especially becomes clear in BTCA2, which is highly affected
by the number of intermediate hops. If Announce messages
are not sent immediately, every additional hop introduces a
longer out-of-sync time and thus, a greater maximum offset.

In summary, our results confirm the assumption that BTCA
reacts slower to network failures and thus hot standby out-
performs BTCA with regards to out-of-sync time and, as a
consequence, also in the clock offset.

VII. DISCUSSION AND CONCLUSION

In this paper, we addressed the need for continuous
and fault-tolerant time synchronization in 6G-TSN networks,
which are poised to play a pivotal role in future industrial
automation scenarios requiring deterministic communications.
By extending the IEEE 802.1ASdm amendment to 6G-TSN
networks, we demonstrated the effectiveness of employing
a hot standby GM to overcome the limitations of BTCA
in case of failures. We developed a simulation framework,
which allows for detailed analysis of the time synchronization
aspects of 6G-TSN networks. Scenarios with a hot standby
GM outperform BTCA in terms of clock drift and out-of-sync
time in case of failures. However, our analysis indicates that in
certain failure cases, parts of the network may be left without
a GM when using static GM configuration (hot standby). In
contrast, BTCA is able to dynamically select a new GM in
the event of failure, albeit with some delay. This leads us to
conclude that the decision to use a static GM configuration
with hot standby or a dynamic GM configuration with BTCA
should be based on the network topology and the presence
of other redundancy measures, such as link redundancy. For
instance, in a network with multiple redundant links, a static

GM configuration with hot standby might be more effective.
Conversely, in a network with fewer redundancy measures, a
dynamic GM configuration could provide better resilience by
a dynamically selecting new GM in case of failure.
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