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ABSTRACT
Machine Learning (ML) has been widely used in network security
monitoring. Although, its application to data intensive use cases
and those requiring ultra-low latency remains challenging. This is
due to the large amounts of network data and the need of trans-
ferring data to a central location hosting analysis services. In this
paper, we present a framework to perform in-network analysis by
offloading ML inference tasks from end servers to P4-capable pro-
grammable network devices. This helps reduce transfer latency and,
thus, allows faster attack detection and mitigation. It also improves
privacy since the data is processed at the networking devices. The
paper also presents an experimental use-case of the framework to
classify network traffic, and to early detect and rapidly mitigate
against IoT malicious traffic.
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1 INTRODUCTION
Recently, ML approaches have been successfully applied in differ-
ent domains and have shown significant breakthroughs. They have
been applied to different applications in networking, ranging from
traffic classification and anomaly detection to network configura-
tion and orchestration. A ML-based application usually consists of
2 main steps: model preparation and inference. The former consists
of preparing data, training and optimising ML models. The latter
deploys the obtained models to production to receive input data,
make predictions, and return results.

Furthermore, Software Defined Networking (SDN) is pushing
an emerging approach to network management by decoupling
control and data planes. SDN enables greater automation, flexibility,
and scalability in network management. It helps to reduce the
need of dedicated hardware devices by introducing programmable
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devices to process and control network traffic. It allows network
administrators to centrally manage and program network behavior
via a software-based controller, such as managing the flow of data
traffic (data plane) and making decisions about how it should be
forwarded based on network policies and configurations.

However, only the control plane has been programmable in SDN.
The data plane was not programmable in a flexible way, and allowed
only the pre-configured policies and configurations. Applying ML
to data intensive networking use cases and those requiring ultra-
low latency is challenging because the inference step is performed
at a central location hosting analyses services in the control plane.
This requires transferring data extracted from the data plane. The
prediction results are then used to reprogram the data plane via
the controller. This Round-Trip Time (RTT) causes delays in the
closed-loop detection and mitigation process. To improve this, there
is a need to perform ML inference at the data plane.

Programming Protocol-independent Packet Processors (P4) [3]
is a domain-specific language for network devices, specifying how
data plane is to be processed by networking devices, such as, switches,
routers, filters, etc. Thus, it opens new possibilities for flexible and
dynamic programmable data planes, such as, performing the ML
inference. Offloading ML inference from the control plane side to
the data plane side helps not only reducing RTT delay in the closed-
loop but also avoiding privacy issues because data is processed only
by the the data plane devices.

This paper presents a complete open-source framework to per-
form ML-based inference at the data-plane using P4. Especially, we
make the following contributions:

• We extend our existing tool, Montimage AI Platform (MAIP)
[12], to deal with Decision Tree (DT) models. MAIP provides
users with easy access, through a friendly and intuitive user
interface, to prepare ML models and understand the mod-
els using Explainable Artificial Intelligence (XAI). We also
enhance it to give users the ability to select features to be ex-
tracted from .pcap files, and to tune parameters for training
models.

• We propose a new transformation of a DT model to a single
Match-Action (MA) table to reduce the number ofMA entries
and table lookup.

• We implement the framework1 and demonstrate its applica-
tion via a network traffic classification use-case. The use-case
is deployed in a Raspberry Pi to act as a smart IoT gateway
to be able to swiftly detect and react against malicious IoT
encrypted traffic.

This paper is structured as follows. Section 2 discusses the state
of the art and the related work. Section 3 describes the proposed
framework and its detailed components. An application user-case of
1The framework is freely available at https://github.com/montimage/maip and
https://github.com/montimage/in-network-inference-using-p4
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the framework will be introduced in Section 4. Section 5 concludes
the paper.

2 RELATEDWORK
We summarize in this section two main approaches related to our
framework: XAI and offloading ML inference to programmable data
planes. The former helps to better understand trained ML models,
thus easily optimise them. The latter helps to more rapidly detect
anomalies and mitigate them.

2.1 Explainable AI
XAI [2] aims to make Artificial Intelligence (AI)/ML black-box mod-
els more transparent by explaining why decisions are made. Across
various domains, AI/ML plays a crucial role, but trust and trans-
parency are essential for its future applications. These models are
usually complex and not easily interpretable due to their multiple
layers and hyperparameters. This complexity hinders both users
and developers from understanding and improving their accuracy
and performance. Therefore, incorporating explainability on top
of these models is necessary to provide post-hoc explanations and
enhance interpretability. Notable post-hoc explainability methods
include visual explanations, local explanations, explanations by
example, and feature relevance explanations.

Local explanations seek to approximate explanations within less
complex solution sub-spaces by considering only a subset of data.
One popular technique is Local Interpretable Model-agnostic Expla-
nations (LIME) [15], which interprets outputs of black-box models
across various fields.

Feature relevance explanations involve computing relevance scores
for model features to quantify their contribution or sensitivity to
the model’s output. Shapley Additive Explanations (SHAP) [10]
is a popular XAI technique utilizing cooperative game theory to
identify the importance of each feature value in a prediction. Ad-
ditionally, Permutation Feature Importance is a global XAI method
that measures changes in prediction error when feature values are
randomly permuted.

Explanations by example focus on extracting representative data
examples that relate to a model’s generated result, thereby enhanc-
ing understanding. Methods within this category include counter-
factual explanations [18] and adversarial examples.

2.2 Offloading ML Inference to Programmable
Data Planes

Data plane programmability allows the network owner to define
data plane functionality using software artifacts running on pro-
grammable networking devices. P4 [3] is a domain-specific lan-
guage used for programming these devices to process packets. A
key feature of the P4 language is protocol independence. It sup-
ports flexible interaction between the programmable data plane
and control plane, which enables coordination between the control
logic and packet processing logic on devices.

Although a P4 program is independent from a device running it,
its compilation needs to follow the packet processing architecture
of the device. This architecture defines the high level structure
of the device, and the interfaces between its major components.
The most common architecture is the Protocol Independent Switch

Architecture (PISA), which generalizes the Reconfigurable Match-
Table (RMT) [4] model and provides essential line-rate packet pro-
cessing features. In the PISA architecture, packets go through a
packet parser, which instantiates user-defined protocols. After the
parser processes a packet, it follows a pipeline of control flows and
MA tables. Finally, packet headers are emitted by a deparser.

MA table is the core mechanism for processing packets [3]. It’s
basically a hash lookup table, in which an entry consists of a key to
match against an input and a value is an action to be executed. MA
table is usually used to define a set of rules to check the packet’s
header fields against a set of predefined criteria. The matching
criteria can be exact, range, lpm and ternary to match exactly a
given value, a given range of values, a longest prefix and a ternary
respectively. If the packet matches a rule, an Action is taken, such
as, modifying the packet’s headers, copying the packet, dropping
the packet, forwarding it to a particular port, or any other defined
operations that can be applied to the packet within the switch. Users
can use Actions to implement different logic, such as, performing
Distributed Denial of Service (DDoS) attack detection and reaction
at the edge [13], performing in-band network telemetry [11], im-
plementing a Time Sensitive Networking (TSN) mechanism [8], or
even performing in-network ML inference [1, 7, 19, 20] which will
be subsequently detailed.

In-network ML inference refers to the process of offloading ML
inference to networking devices [21]. It provides line rate ML infer-
ence on programmable network devices within the network. This
is different from traditional ML services that train and deploy mod-
els either on a server or an accelerator, e.g., GPU, using complex
frameworks such as, Sklearn2, TensorFlow3. Here, in-network ML
first trains a model on a server at the control plane, then translates
the model to a set of MA entries to define packet processing logic,
and finally loads the entries to do inference on a network device, at
the data plane.

The authors in [19] present algorithms, called IISY, to transform
different ML models, such as, Decision Tree, SVM, K-mean, Naïve
Bayes. The authors also propose an evaluation prototype of the al-
gorithms. IISY then follow different approaches to apply in-network
ML inference to differentMLmethods, such as, supervised, unsuper-
vised, reinforcement, or distributed learning. Two surveys [14, 21]
summarise these approaches.

The existing approaches mainly focus on tree-based ML models,
such as, DT or Random Forest (RF) due to their simple logical
structure and limited operations involved at networking devices [1].
SwitchTree [7] extends [19] and deals with RF models by using
range to match a range of values, instead of exact as in IISY, to
reduce number ofMA entries. Although, these approaches need𝑛+1
MA tables to map a tree of 𝑛 features. Our transformation requires
only a single MA table, thus reducing the number of pipelines to
be executed when performing table lookup. The authors in [20]
focus on implementing a mechanism of seamless updates of in-
network ML inference models at runtime. The authors in [1] deal
with the challenges and experiment the in-network ML inference
on a P4-enabled hardware switch.

2https://scikit-learn.org
3https://www.tensorflow.org
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Figure 1: Overview of the framework

3 SYSTEM DESIGN
Figure 1 represents an overview of the framework and its compo-
nents. The framework consists mainly of two parts, model prepa-
ration and in-network ML inference. The model preparation, in-
cluding blocks ① and ②, is done offline at the control plane. The
in-network ML inference, blocks ④,⑤,⑥, and ⑦, is done online at a
P4-enabled switch to verify network traffic against the model. The
communication between the control plane and the data plane is
done via a controller in ③. We will detail these blocks subsequently.

3.1 Offline Model Preparation
The blocks ① and ② show the extract feature process and model
training process, respectively. We follow the standard ML pipeline
and implement the two processes in MAIP [12], which is an open
source ML-based framework for anomaly detection in encrypted
traffic with high performance, explanation and robustness against
adversarial attacks. It also provides an intuitive and user-friendly
interface to access a range of ML services, including feature ex-
traction, model building and storing, adversarial attack injection,
explanation generation, and AI models evaluation using different
quantifiable metrics.

The block ① employs our open source tool MMT-Probe4 to parse
raw network traffic in .pcap files, extract the needed information,
compute the features required for training ML models, and, then
translate them into a numeric form in Comma-Separated Values
(CSV) format. Specifically, MMT-Probe is a monitoring and data
extraction software that parses network traffic to extract network
and application-based events, such as protocol field values and
statistics. It allows parsing a variety of network protocols, e.g., TCP,
UDP, HTTP, andmore than 700 others, for the purpose of extracting
metadata. The features consist of multiple parameters that can be
directly extracted from raw traffic, such as, IP addresses, packet
size, etc, or calculated from the extracted values, such as, variation
of packet sizes, Inter-Arrival Time (IAT) showing the time intervals
between successive arrivals of packets or events, etc.

The block ② aims to train, fine-tune, and optimize ML models
in a closed-loop manner. It employs popular XAI methods such as
SHAP to identify a list of the most important features contributing
to the models’ predictions. Based on post-hoc insights provided by

4https://github.com/Montimage/mmt-probe
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Figure 2: Example of generation of Match-action entries

XAI methods, we can retrain the models using only the important
features and discard those that did not contribute much to the
models’ outcomes. We can iterate through this loop several times to
fine-tune the process of blocks ① and ② until the model’s accuracy
is significantly improved. Furthermore, we provide users with the
option to select which features they want to use for training models
based on their domain-specific knowledge. The output of these two
blocks, ① and ②, is a highly accurate trained model that will be
ready for subsequent analysis in the following blocks.

3.2 Model Transformation
The block ③ in Figure 1 is implemented by a controller. The con-
troller inputs a ML model, transforms it into a set of MA entries,
then loads them into the switch. It can also receive ML inference
results from the switch. We currently focus on supporting Decision
Tree models.

The transformation is performed by visiting all possible paths
from the root to a leaf node of the tree. Each path is transformed
into a MA entry. The Match of an entry is a set of ranges of features’
values that satisfy the path. The Action of an entry is to return the
classification result.

Figure 2 demonstrates a simplified transformation of a DT with
two features 𝑓1 and 𝑓2. A DT is a binary tree, in which, each node
is a simple boolean expression that represents a relation between a
feature and a threshold. If the feature’s value is less than or equal
to the threshold, then the left branch is taken, otherwise it’s the
right branch. In the DT tree in the left side of Figure 2, we use
𝑥𝑖 ∈ [0, 𝑋𝑚𝑎𝑥 ] and 𝑦𝑖 ∈ [0, 𝑌𝑚𝑎𝑥 ] to denote the feature thresholds
𝑓1 and 𝑓2 respectively. These thresholds are literal numeric values.

The ML inference process, which predicts a set of feature values
𝑓1, 𝑓2 against this DT tree, is basically the verification of 𝑓1 and
𝑓2 against these boolean expressions from the root to a leaf node.
The leaf contains the prediction. For example, if we have (𝑓1 ≤
𝑥1) ∧ (𝑓2 ≤ 𝑦1) then the prediction is class 1.

We list all possible paths of the tree on the table on the top-
right of Figure 2. Because 𝑥𝑖 and 𝑦𝑖 are literal numeric values, we
can easily collapse the boolean expression of a path to ranges of
possible values of each feature. The bottom-right table of Figure 2
represents the result MA entries. Each entry is a row of the table. For
example, the first row represents an entry having the key (Match)

https://github.com/Montimage/mmt-probe
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corresponding to range values 𝑓1, 𝑓2: [0, 𝑥1] and [0, 𝑦1], and value
(Action) that is class 1.

Previous approaches in [7, 19, 20] transform a DT tree as-is, i.e.,
without collapsing. [7, 19] follow the sequential top-down tree path
to map the each threshold to a MA entry. The thresholds (thus
its MA entries) are then grouped by feature into a separated table.
They then introduces another table to combine the mapping results
from the feature tables to the final result. This map is enhanced
in [20] to reduce number of entries in each MA table by breaking
the sequential dependency of each node in a path. However, these
approaches require 𝑛 + 1 tables for a DT tree of 𝑛 features, and
more tables implies more pipeline executions. By simply collapsing
the conjunction of a boolean expression of a path before mapping,
our transformation produces a single MA table for a DT input
within a minimum number of entries. Indeed, the number of entries
is less than or equal to the number of leaf nodes. Consequently,
this reduces the number of pipeline executions needed to match
features.

3.3 In-network ML Inference
The blocks ④, ⑤, ⑥ and ⑦ are implemented inside a P4-enable
switch. The blocks are described in the following.

Parser. When a packet arrives at the switch, it is parsed in block④.
This parser extracts the concerned protocol headers, such as, Ether-
net, IP, UDP, etc. The extracted values are kept as metadata in the
Paacket Header Vector (PHV). The values can then be subsequently
accessed by other blocks. For example, Ethernet and IP protocols
need to be parsed to be able to perform packet switching.

In-band features extraction & computation. The block ⑤ in Fig-
ure 1 extracts the necessary feature values required for ML infer-
ence. Several feature values can be obtained from the previous
parser block, such as, the length of an IP packet, the source port
number, etc. Although, there are feature values that still need to be
extracted or computed, for example, IAT feature that captures the
different arrival times of two consecutive packets, or the maximum
size of packets during a window time frame, etc. This extraction and
computation must take into account a number of strict constraints
imposed by a programmable switch, such as, low available memory,
limited support for mathematical operations and limited number
of operations per packet to maintain line rate packet processing.

ML inference. This block performs ML inference. It predicts the
set of extracted feature values. The prediction is done by matching
the values against the MA entries. If there exists an entry having a
key that matches the values then the prediction is the result value.
This result is saved as metadata so that it can be accessed by the
next block.

Deparser. This is the last block in the chain of processing the
packets inside the switch. This block, ⑦, packages a packet with
additional information, such as, MAC destination, new checksum,
etc, and then sends the packet to a selected outgoing port of the
switch. This block also notifies the controller on the result obtained
from the ML inference. Additional information is also sent to the
controller, such as, a 5-tuple identifying the packet (i.e., source and

Table 1: Overview of the dataset

Number of packets Label
Normal traffic 155888 0
Malicious traffic 10208 1
Total 166096

destination IP addresses and port numbers, and protocol identifica-
tion), as well as the feature values. The information is encoded in a
digest message (i.e., a message to communicate information from
the data plane to the control plane), then sent to the controller. Utili-
sation of digest communication, instead of transmission of a packet
to the controller via the CPU port, reduces the processing overhead
at the controller [3] as the message is structured. Digests are sent
to the controller by calling digest P4 function. The controller is
configured with P4Runtime [3] to listen to digest messages. Upon
receiving a message, the controller decodes it. The decoded informa-
tion can be used to perform some reaction, such as, to reconfigure
the switch, or even to retrain the model, etc. This utilisation is out
of scope of the paper, thus here, for instance, we simply save it into
a .csv file.

It is crucial to note that the blocks presented above are essential.
Depending on a specific use-case, other blocks can be introduced.
For example, a flow tracker block can be inserted after the parser
block to track the flows that have already been classified, or identi-
fied as malware. If so, any new incoming packets belonging to those
flows are not processed by the blocks ⑤ and ⑥, but are forwarded
as-is or dropped respectively.

The prediction result can also be immediately used by the switch,
for example, to decide to drop or forward the current packet. This
forms a local closed-loop of extraction-detection-reaction inside
the switch. Consequently, it avoids RTT delay caused by the com-
munication with the controller.

4 EXPERIMENTAL EVALUATION
In this section, we evaluate our framework by applying it to imple-
ment a smart IoT wireless gateway. The gateway implements an
in-network ML-based solution for quickly detecting and immedi-
ately mitigating IoT malicious traffic which is encrypted. The threat
model simply follows the block-list (or blacklist) model. This is to
block any packets which are classified as malicious.

4.1 Model Preparation
Several packet-level features [12] can be easily extracted from
packet header fields and utilized to address various traffic clas-
sification challenges. However, they may prove inadequate when
dealing with encrypted traffic, as certain features can be obfuscated
by encryption algorithms [6]. Therefore, for the sake of simplicity,
in this experimental evaluation we focus solely on statistical fea-
tures derived from packet sizes and timestamps. Specifically, we
consider three key features: IAT, representing the inter-arrival time
between packets; len, indicating the payload size of each IP packet;
and diffLen, which captures the variability in packet sizes over time.

Table 1 presents a summary of the public dataset CSE-CIC-
IDS2018 [16], which is used for botnet detection in encrypted traffic
within IoT networks. The dataset contains a total of 166096 packets
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extracted from .pcap files, with 155,888 packets classified as normal
traffic and 10208 packets classified asmalicious traffic. In the dataset,
normal and malicious traffic are labeled as 0 and 1, respectively.
We use MAIP to extract the 3 features from this dataset. We then
randomly spit the obtained values into training and testing datasets.
The training dataset consisting of 70% of the data is used to train
our DT model. The rest is used to test the accuracy of obtained
model.

Figure 4 shows the confusion matrix that provides a detailed
breakdown of the accuracy of the obtained DT model. For instance,
the top-left cell represents instances where the model correctly
classified normal traffic (label 0) as normal, with a count of 46527.
The accuracy metric, calculated as the ratio of correctly predicted
instances to the total number of instances, is 93.38%. Despite their
simple logical structure and lower precision compared to advanced
ML techniques such as deep neural networks [12], the DT model
still achieves high accuracy and, more importantly, facilitates the
complex operations involved in networking devices.

SHAP provides explanations of a model’s predictions by identi-
fying the most important features based on a feature attribution
framework and Shapley values. Figure 4 illustrates important fea-
tures by sorting the sum of magnitudes of Shapley values over these
samples. Here, the length of the bar indicates how much influence
the feature has on the prediction. Among the three features used,
the most important one is IAT. It is also a common characteristic
used in machine learning algorithms [5, 17], as malicious commu-
nications often exhibit specific flow duration patterns. For instance,
some botnets establish brief connections, while others are more
chatty, resulting in longer duration. Please note that the efficacy of
this detection method may diminish due to attacker evasion tactics,
though this aspect falls beyond the scope of this paper.
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Figure 5: Overview of the IoT testbed

4.2 In-network ML Inference
The framework prototype is implemented mainly in P4 and Python
to provide the data plane and control plane functionality (see Fig-
ure 1). We execute the P4 code in a P4 software switch which im-
plements the behavioral model version 2 architecture, BMv25. The
DT model, that is prepared in the previous section, is transformed
into 5022 MA entries of a table that will be loaded into the BMv2
P4 switch. With the same model, IISY [19] generates totally 10047
MA entries in 4 MA tables. Three tables for IAT, len and diffLen
features contain 4731, 42 and 251MA entries respectively. The last
table contains 5023 MA entries for synthesising final results from
the 3 tables above.

Correctness of P4-based Inference. We first want to evaluate the
correctness of the ML inference running inside the P4 switch. We
usemininet6 to create a realistic virtual network running on a single
virtual machine Ubuntu 20.04.6. The network consists of two nodes:
a host h and a BMv2 P4 switch s. The captured packets in dataset
traces are replayed from h to s using tcpreplay7. For each incoming
packet, the P4 switch performs a prediction, e.g., steps ④, ⑤, ⑥ and
⑦ in Figure 1, and sends the prediction result together with feature
values to the controller which saves this information into a .csv
file. We later use sklearn to obtain the score which represents the
mean accuracy of data in the .csv file. Since we obtained the score
1, we can conclude that the P4-based inference and sklearn-based
inference give the same result.

Overhead on Packet Latency. In this section, we evaluate the over-
head caused by the in-network ML inference over packet latency in
a physical testbed. We deployed the implementation prototype of
the in-network ML inference in Raspberry PI 3 Model B, with 1GB
of RAM and Quad Core 1.2GHz, which acts as a smart IoT wireless
gateway, as shown in Figure 5. We rely on P4PI [9] to run the P4
code on a BMv2 P4 switch in the Raspberry Pi. The controller is
deployed on a separated machine. The controller and other IoT de-
vices connect to the gateway via its wireless network interface. The
IoT devices can connect to each other and to a server represented
on the left side of the figure.

In order to assess the latency overhead, we developed a pair of
basic client and server applications to actively gauge the end-to-
end packet latency. The client includes its current time in a packet
payload and transmits it to the server, which promptly returns the
packet. The client subsequently contrasts the current time with
the one encapsulated in the packet to determine the RTT of the
5https://github.com/p4lang/behavioral-model/blob/main/docs/simple_switch.md
6https://mininet.org/
7https://tcpreplay.appneta.com/
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Figure 6: Overhead of ML inference on packet latency

packet, all of this is achieved without requiring time synchroniza-
tion between the client and the server. In the case of measurements
without ML inference, we removed the related P4 code of ML in
the P4 switch.

We conducted several measurements. Each measurement sends
10000 packets. We present the results in the Cumulative Distri-
bution Function (CDF) diagram in Figure 6. The horizontal axis
stands for the measured RTT values and the vertical axis for their
distribution. We can see that almost all RTT values vary from 15000
to 30000 𝜇𝑠 . The average latency with and without ML inference
are 22093 𝜇𝑠 and 19069 𝜇𝑠 respectively. Therefore, the additional
latency increases by 15.8%. This additional latency is mainly due to
the table lookup time of the P4 switch that is executed inside the
Raspberry Pi.

Swift Detection and Reaction at the IoT Gateway. We involved the
testbed in Figure 5 by introducing a new block in the P4 program
to drop a packet if it is classified as malicious. We then use a laptop,
that connects to the gateway via its wireless interface, to act as a
malicious IoT device, as shown in the right side of Figure 5. In this
laptop, we use tcpreplay to inject botnet traffic into the network.
We see that the gateway can detect almost all the malicious packets
and immediately drop them. Although, there exist packets that are
not classified as malicious because the accuracy of the model is
93.38%.

5 CONCLUSION
We presented in this paper a comprehensive framework to swiftly
detect and mitigate malicious traffic by directly performing ML
inference at the data planes via P4-enabled switches. We imple-
mented the framework and experimentally evaluated it against
a P4 software switch. This is a step forward to applying ML to
security analysis of network traffic at line rate. Future work will
explore improving the accuracy of the model and applying it for
encrypted network traffic classification and anomaly detection in
deterministic networks.
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