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the shortest correspondence in history
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in 1862, Hurst and Blackett 

publishes Les Misérables by Victor Hugo

Hugo was on vacation and 
sent a single-character telegram

?

the response from the publisher was

! 



6G augments the connectivity horizon

AI/ML
how are the communication protocols affected
by the growing intelligence in the nodes?
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phonology

morphology

syntax

semantics

pragmatics

physical layer

packets

control 

information

the five language 
domains

communication 
systems

the AI drive for redefining communications

level A:
technical problem

of correct transmission

level B:
semantic problem

level C:
effectiveness problem

Shannon-
Weaver

semantic and 

goal-oriented 

communications

D. Gündüz, F. Chiariotti, K. Huang, A. E. Kalør, S. Kobus and P. Popovski, "Timely and Massive Communication in 6G: Pragmatics, 

Learning, and Inference," in IEEE BITS the Information Theory Magazine, doi: 10.1109/MBITS.2023.3322667, 2023.
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early examples of token representation
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6G

5G had the grand ambition to become connectivity supermarket

▪ not as expected, but brought focus to latency

▪ there is no odd-generation-curse: 
iPhone was invented during 3G

emerging applications

towards increased fusion 

of physical and digital world

▪ digital twins

▪ metaverse

▪ extended reality (XR)
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eMBB

mMTCURLLC

localization sensing

AI

connectivity



6G: augmenting further the connectivity horizon

Non-Terrestrial Networks
▪ augment the spatio-temporal horizon

of wireless mobile networks
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Base Stations get new role
▪ Gateways between physical and digital

▪ ISAC and fueling real-time data 
about the physical world

 



bionic limbs

1. mechanical 

2. analog

3. digital

4. connected

non-standard use cases with real-time wireless
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F. Chiariotti, P. Mamidanna, S. Suman, Č. Stefanović, D. Farina, P. Popovski, and S. Došen, "The Future of Bionic Limbs: The Untapped 

Synergy of Signal Processing, Control, and Wireless Connectivity," in IEEE Signal Processing Magazine, accepted, 2024. 
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Figure 1: (A) Schematic of a connected assistive limb (e.g., prosthesis or exoskeleton). The limb is aided by embedded 96 

and ambient sensors to expand its perception, and computation of commands is performed by a MEC-enabled base 97 

station, based on a semi-autonomous control framework that uses contextual data and user inputs. The data are also 98 

uploaded to the Cloud, which can update and train the control model to personalize it and improve the limb’s 99 

functionality. (B-E) Key new features of connected assistive robots (see text for details). 100 
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▪ instead of a rigid requirement (1 ms), 
observe how information is processed and used (goal!)

▪ closed loop latencies over 150 ms

▪ objective: track a target trajectory with a joystick

▪ we measure the correlation

▪ performance affected by average latency, 
not much by random latency fluctuations

what is a good enough latency?
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control with visual feedback always better than with tactile feedback

S. Suman, P. Mamidanna, J. J. Nielsen, F. Chiariotti, C. Stefanovic, S. Dosen, and P. Popovski, "Closed-loop Manual Control with Tactile 

or Visual Feedback under Wireless Link Impairments,"  in IEEE Transactions on Haptics, accepted, 2024.



▪ users used their intelligence to predict the trajectory
and mitigate the errors and latency variations

▪ we had to design a deliberate random trajectory
to measure the impact of the latency

lessons learned
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S. Suman, P. Mamidanna, J. J. Nielsen, F. Chiariotti, C. Stefanovic, S. Dosen, and P. Popovski, "Closed-loop Manual Control with Tactile 

or Visual Feedback under Wireless Link Impairments,"  in IEEE Transactions on Haptics, vol. 18, no. 2, pp. 352-361, April-June 2025.

latency and timing requirements 

should be coupled to the node intelligence
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modeling latency

physical vs. digital time, 

causality, and simultaneity

beyond latency



▪ low latency heralded as one of the main features in 5G

▪ coupled with high reliability into
Ultra Reliable Low Latency Communication (URLLC)

▪ maximalist approach: 
cut a small piece of the overall latency

latency as inherited from 5G

computation compression core network
5

G

14

latency budget
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latency-reliability characterization for fixed data size

15

latency t

reliability=Pr(𝑙𝑎𝑡𝑒𝑛𝑐𝑦 ≤ 𝑡)

1
1-Pe

we move from the 

blue curve to the

red curve

by using diversity

deadline
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general tendency in 6G towards smaller timing scales

O-RAN (Open Radio Access Network) 
alliance defines 3 categories

▪ real-time

▪ near-real time

▪ non-real time

timing requirements at different scales
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timing in a cascade of modules

processing time depends only on the data

processing time of computation and compresion get coupled

processing time of computation and compresion inseparable

𝑇1  +  𝑇2 + 𝑇3
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expected vs. tail

18

𝑇 =  𝑇1  +  𝑇2 + 𝑇3

𝐸𝑇 𝑇 = 𝐸𝑇 𝑇1 + 𝑇2 + 𝑇3 = 𝐸𝑇1
𝑇1 + 𝐸𝑇2

𝑇2 + 𝐸𝑇3
𝑇3

but Pr 𝑇 ≤ 𝜏  has a nontrivial relation to the other CDFs. 
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latency budget
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robotic hand controlled 

via a Mobile Edge Computing 

S. Suman, F. Chiariotti, Č. Stefanovic, S. Došen and P. Popovski, "Statistical Characterization of Closed-Loop Latency at the Mobile 

Edge," in IEEE Transactions on Communications, vol. 71, no. 7, pp. 4391-4405, July 2023,
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all components of the closed-loop 
latency are random variables

▪ assumed that they are independent – 
connected only through the data size

▪ may not work in ORAN with 
common computation resources

two cases

▪ case 1: robot compresses data

▪ case 2: robot does not compress

20

not included/modeled, 

heavily dependent on 

the application

system model

Dependable6G Summer School @ KTH, Stockholm, September 9, 2025



21

optimizing operations across components

𝜌th = 0.95

closed-loop latency compression ratio
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generalizing with lossy compression
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accuracy with compression factor Q

find minimal latency that satisfies the 

reliability and accuracy requirements
outage probability
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generalized closed-loop latency 1/2
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1. HL command

e.g., “Put the yellow 

box on the red one”

3. LL command

e.g., distance, 

strength…

DT

7. VI

e.g., spatial 

map…

DT

5. Compress MD, send CD

e.g., visual and tactile data

4. 

Execution

6. Update

and extract 

VI

2. Get intention and then 

determine LL command through DT

L. Li, A. E. Kalør, P. Popovski and W. Chen, "Unified Timing Analysis for Closed-

Loop Goal-Oriented Wireless Communication," in IEEE Transactions on Wireless 
Communications, doi: 10.1109/TWC.2024.3525087.

RA

DT: Digital Twin

RA: Remote Agent

RA
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generalized closed-loop latency 2/2
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large number of latency components

saddlepoint approximation to 

characterize the closed loop latency

L. Li, A. E. Kalør, P. Popovski and W. Chen, "Unified Timing Analysis for Closed-

Loop Goal-Oriented Wireless Communication," in IEEE Transactions on Wireless 
Communications, doi: 10.1109/TWC.2024.3525087.
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energy, information processing, and latency
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𝑇𝐷 =
𝐷 ∙ 𝑋𝑐

𝑓

data processing time

𝑋𝑐~𝐺𝑎𝑚𝑚𝑎(𝜅, 𝛽)

𝐷 data size

𝑓 processor frequency

power consumption

𝑃~𝑓3

energy consumption

𝐸~𝑓3 ∙
𝐷

𝑓
= 𝑓2𝐷

low latency requires 

fast information processing

and induces energy cost



outline

time and intelligence

towards 6G
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modeling latency

physical vs. digital time, 

causality, and simultaneity

beyond latency



▪ the model relies on 
causal relationships 
among channel uses

▪ layered representation

▪ timing is NOT inherently
a part of Shannon’s model

o need to specify a bandwidth B 
and timing structure underneath the channel uses

o precondition to connect the mathematical model
to the physical world

Shannon’s communication model and time

27

time

channel uses

𝑇𝑛 =
𝑛

2𝐵
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▪ tacit assumptions

1. instant message decoding

2. no additional latency due to protocol interactions

3. sender and receiver ready

4. data always available.

▪ the model is suitable to treat the correctness of communications

▪ for full “syntax”, we need to account for the control information

▪ adding semantics/pragmatics requires change of the model, 
e.g. knowledge about the state of the receiver. 

timing in Shannon’s communication model
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▪ latency performance historically characterized with packet delays

▪ tracking applications and sense-compute-actuate cycles 
are not sensitive to packet delay, 
but to the freshness of the information at the receiver

latency vs. age

29

example:

satellite-based tracking
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▪ Age of Information (AoI) and its byproducts

are better metrics to capture the freshness of the information

▪ suitable for tracking applications and sense-compute-actuate cycles

▪ exogeneous vs. controlled sampling (generate-at-will)

key assumption

▪ fresher information carries more relevance,

has a higher effectiveness (e.g. stability)

and or presents a more meaningful picture

of the current state of affairs. 

t  1

t2t1 t3

system t ime

t  2 t  3

inter-arrival t ime

t  4

t4 t ime

AoI

...

[1] S. Kaul, R. Yates, and M. Gruteser, “Real-time status: How often should one update?” in International Conference on Computer 

Communications. IEEE, Mar. 2012, pp. 2731–2735. 

[2] A. Kosta, N. Pappas, and V. Angelakis. "Age of information: A new concept, metric, and tool." Foundations and Trends in 

Networking 12.3 (2017): 162-259.

Age of Information
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Age of Loop for goal-oriented communications

31

P. M. de Sant Ana, N. Marchenko, P. Popovski and B. Soret, "Age of Loop for Wireless Networked Control Systems Optimization," 2021 

IEEE 32nd Annual International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC), 2021
P. M. de Sant Ana, N. Marchenko, B. Soret and P. Popovski, "Goal-Oriented Wireless Communication for a Remotely Controlled 
Autonomous Guided Vehicle," in IEEE Wireless Communications Letters, vol. 12, no. 4, pp. 605-609, April 2023

bandwidth allocation problem and propose a solution, where

the results are analyzed in Section VI.

I I . SYSTEM MODEL

We consider the classical inverted pendulum system model,

a widely used benchmark problem in both control and RL

domain. As illustrated in Figure 1, a pole is attached by a

joint to a cart, which can be moving along a frictionless

track. The pendulum starts upright at a random initial angle

✓0 2 (✓0,m i n ,✓0,m ax ), and the goal is to prevent it from falling

over by applying a force to the cart. While conceptually sim-

ple, the system dynamics are highly unstable and continuously

requires fast control cycles to keep stability. When, in turn,

being controlled over a wireless channel, the problem becomes

an illustrative model of strict timing requirement.

Fig. 1. Inverted pendulum system model.

A. Control System Model

The system dynamics can be represented by the differential

equations [8]:

✓̈=
g · sin(✓) + cos(✓)

⇣
− F − m p l ✓̇2 sin(✓)

m c + m p

⌘

l( 4
3
−

m p cos2 (✓)

m c + m p
)

,

ẍ =
F + mp l(✓̇2sin(✓) − ✓̈cos(✓))

mc + mp

,

(1)

where x and ✓are, respectively, the cart position coordinates

and the pole angle from vertical reference. The mass of the

cart is mc, and the mass of the pendulum is mp, while l is

the length of the pendulum, and F is the force applied to the

cart under gravity g. We use the Newton’s notation (⇤̇, ⇤̈) to

represent derivatives w.r.t time.

By defining a state space vector X = [x, ẋ,✓, ✓̇], we

can design a standard optimal controller in two steps. First,

computing the Jacobian of (1) around the operating point

X = [0, 0, 0, 0] to linearize the plant, so that the system

dynamic takes the linear time invariant form:
(

Ẋ = AX + B u + w,

u = −K X ,
(2)

where u is the linear state feedback control policy of gain

K , w is a process disturbance modeled as a zero-mean and

one-standard deviation Gaussian white noise, A and B are the

system transition matrix, respectively calculated as [9]:

A =

2

6
6
6
4

0 1 0 0

0 0
− 12m p g

13m c + m p
0

0 0 0 1

0 0
12(m p g+ m c g)

l (13m c + m p )
0

3

7
7
7
5

, B =

2

6
6
4

0
13

13m c + m p

0
− 12

l (13m c + m p )

3

7
7
5 . (3)

The second step consists of finding the optimal control

policy, u⇤, subject to (2) that minimizes the cost function,

J (u) =

Z 1

0

X T QX + uT Ru dt, (4)

where R and Q are arbitrary positivedefinedmatrices in which

we can assign weights to state space variables and control

signal. In control theory this kind of problem formulation is

known as Linear-Quadratic-Regulator (LQR) [10].

The optimal control policy then can be defined by solving

the Algebraic Riccati Equation [10] as:

AT P + PA − PB R− 1B T P + Q = 0,

K ⇤= R− 1B T P,

u⇤= K ⇤X .

(5)

For (A, B ) controllable, the infinite horizon LQR with

Q, R > 0 gives a convergent closed-loop system [10], where

the stability can be easily guaranteed.

B. Networked Control Model

As defined in [2], we adopt a similar NCS model to define

the system behavior over the wireless medium operating in

Frequency Division Duplexing (FDD) mode with separated

frequency bands for the uplink (UL) and downlink (DL)

directions, which makes the medium access for UL and

DL independent from each other in time domain. Figure 2

illustrates the proposed model, showing the details of the

interaction between the communication and application control

loop. First, the sensor readings of the application describe

Fig. 2. WNCS Model.

Authorized licensed use limited to: Aalborg Universitetsbibliotek. Downloaded on May 25,2022 at 12:54:41 UTC from IEEE Xplore.  Restrictions apply.  
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4) Scenario: We evaluate the proposed MDP consid-

ering the NCS model described in section II-B, as-

suming the following inverted pendulum configuration:

mc = 1.0kg, mp = 0.1kg, l = 0.5m, g = 9.8m/s2, control

packet size of 1024 bits and ∆ Tout = 1ms. For each run,

the CQI is randomly chosen { 1, 2, 3, . . . , 15} . The eval-

uation is also performed under different sensor feedback

∆ Tin = 1, 5, 10, 15 and 20 ms.

To solve the proposed MDP, we advocate aRL methodology

for two main reasons. First, the MDP transitions probabilities

are not easily tractable since the AoL variation will simultane-

ously depend on the channel and resource allocation of both

UL and DL links. So, the UL behavior might be analytically

unpredictable from the DL perspective and vice-versa. Second,

learning a value function from the AoL states means that we

have a prediction of system performance given the current

AoL condition. In other words, this methodology offers the

possibility for the network to essentially learn the control

system behavior, where the bandwidth allocation policy is just

one of multiple network functions in which it can serve. We

could easily extend the learned values to find optimal polices,

for example, in terms of packet length, power allocation,

antenna configuration and so on.

Hence, we solved the proposed MDP by applying a TD RL

algorithm, based on a✏-greedy decision making during train-

ing, with exponential learning and exploration rate decay [16],

as represented in Algorithm 1.

Algor ithm 1 Algorithmic description for the RL methodology.

Initialize: Hyperparameters: ↵, γ,✏, Nepi sodes

1: Set state-action value function Q(states, act ions) to ini-

tial values.

2: for ∆ Tin 2 { 1, 5, 10, 15, 20 ms} do

3: for e 2 { 1, . . . , Nepi sodes} do

4: Initialize the CartPole Environment;

5: dlC QI = Random Integer(1, 2, . . . , 15);

6: ulC QI = Random Integer(1, 2, . . . , 15);

7: Set (∆ Tin, dlC Q I , ulC Q I ) to the Environment;

8: Get the initial state s from the Environment;

9: for each control packet transmission do

10: Select action A = Epsilon-greedy(s,✏) for band-

width allocation;

11: Run System Dynamics and Control according to

(1) and (5), respectively, until end of transmission.

12: Observe the next state s0 and the corresponding

reward R according to (13);

13: Update state-action value as following:

TD error = R + γ · max
a

[Q(s0, :)] − Q(s, A);

Q(s, A)  Q(s, A) + ↵ · TD error

14: s  s0

15: end for

16: end for

17: end for

VI. RESULTS

We compare the proposed solution with a bandwidth alloca-

tion scheme based on predefined delay requirements, which is

the general solution currently used in industry. In more details,

given an arbitrary requirement of Tr ms for the control packet

to be delivered, we can directly calculate the minimum amount

of bandwidth to achieve the necessary requirement using the

3GPP 4-bit CQI Table 7.2.3-1 [12] and the total packet size.

These baseline approaches, as well as the RL scheme, were

evaluated on the scenario described in Section V.

We analyze the results for three common network require-

ments, Tr = 1ms, Tr = 5ms and Tr = 10 ms. In each case,

we analyzed the total bandwidth usage and the total LQR cost,

which are respectively illustrated in Figure 6 and Figure 7.

Fig. 6. Total amount of bandwidth usage for each method.

Fig. 7. Total amount of LQR cost for each method.

The immediate conclusion we can verify is that the RL

scheme was capable to learn the system delay requirement,

such that we can relate the LQR cost in Figure 7 with the

Authorized licensed use limited to: Aalborg Universitetsbibliotek. Downloaded on May 25,2022 at 12:54:41 UTC from IEEE Xplore.  Restrictions apply.  



push-based communication
▪ example: Shannon’s model

▪ the transmitter determines what to send 

▪ the receiver is always ready to receive

▪ the receiver is permanently subscribed
to the sender

▪ the receiver is always interested in 
what the transmitter has to say

▪ difficult to define semantics, 
unless we define what the receiver does with the message

who initiates communication?
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pull-based communication

▪ reading process initiated by query

▪ satellites, cloud-based queries to the edge devices, 
data fetching in a control loop 

▪ semantics related to the query

▪ predictive query response

who initiates communication?

33

J. Holm, A. E. Kalør, F. Chiariotti, B. Soret, S. K. Jensen, T. B. Pedersen, and P. Popovski, "Freshness on Demand: 

Optimizing Age of Information for the Query Process",  in Proc. IEEE ICC, Montreal,  Canada (Virtual), June 2021. 
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Query Age of Information (QAoI)

34

[*] F. Chiariotti, J. Holm, A. E. Kalør, B. Soret, S. K. Jensen, T. B. Pedersen, and P. Popovski,, "Query Age of Information: Freshness 

in Pull-Based Communication," in IEEE Transactions on Communications, vol. 70, no. 3, pp. 1606-1622, March 2022 
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key question: how to organize the transmissions 
in order to offer freshest data at the moment of query?

Query Age of Information (QAoI)

35

permanent subscription query-aware transmission
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QAoI for the i-th query

▪ channel assumed to be based on a Markov model

▪ formulated as Markov Decision Process (MDP)

Query Age of Information (QAoI)

36

CHIARIOTTI et al.: QUERY AGE OF INFORMATION: FRESHNESS IN PULL-BASED COMMUNICATION 1609

TABLE I

NOTATION DEFINITIONS

EAoI, and it leads to a highly different optimization, which

will prioritize users with a less active request process.

III. SYSTEM MODEL

We now define a simple system model and consider the

QAoI metric. The notation in the following sections is sum-

marized in Table I.

We consider a time-slotted system indexed by t = 1, 2, . . .,

and denote the time instants at which updates are successfully

delivered to the edge node as tu,1, tu,2, . . .. The source can

be sampled at any time, and fresh information is always

available, a condition known as zero-wait sampling. Following

the common definition of AoI considered in the literature,

e.g. [6], [13] we denote the AoI in time slot t by ∆ (t), and

define it as the difference between t and the time at which the

last successfully received packet was generated:

∆ (t) = t − max
i :t u , i ≤ t

tu,i . (1)

We will assume that tu,1 = 0 so that ∆ (t) is well defined.

An alternative, but equivalent definition can be obtained by

defining the time-varying variable ut that takes the value 1 if

a new update is received at the edge node in time slot t, and

0 otherwise:

∆ (t) =
∆ (t − 1) + 1 if ut = 0

1 if ut = 1
(2)

where ∆ (0) = 0. This definition of AoI, as given in [6],

considers the freshness of information at any given point in

time. The long-term expected AoI ∆ ∞ is given by:

∆ ∞ = limsup
T→∞

1

T
E

T

t = 1

∆ (t) . (3)

This formulation does not include any weighting, assuming

that all time steps are equally important. This is reasonable if

the monitoring system is either continuous or much faster than

the update generating process and communication system, i.e.,

can be considered as essentially continuous. However, this is

only one possibility in real monitoring and control systems:

discrete-time systems involve queries in which the monitoring

process samples the available information. To capture such

applications, we introduce the QAoI metric, which samples

∆ (t) according to an arbitrary querying process, thereby

considering only the instants at which a query arrives. In this

case, we can consider long-term AoI as a special case of QAoI

in which queries arrive at every time instant.

Naturally, in order for an update to be received successfully

in slot t, we need to transmit it: the policy to transmit an

update is a function π : S → { 0, 1} , where S is a state space

and an update is transmitted if the policy outputs 1.

A. The QAoI Metric

If the query arrival process is known in advance, we denote

the query arrival times at the edge node by tq,1, tq,2, . . ..

We can then define the QAoI for the i -th query, denoted as

τ (i ) and given by:

τ (i ) = ∆ (tq,i ). (4)

The EAoI metric proposed in [2] shares many similarities

with QAoI, and indeed it also represents a pull-based sys-

tem; however, it deals with concurrent queries and updates

differently, allowing the server to wait until the update is

over to respond to the query, while our formulation is stricter

and enforces an order, with updates always arriving before

queries. We then define the overall objective as minimizing

the long-term expected QAoI, defined as

τ∞ = limsup
T→∞

1

T
E

i :t q, i ≤ T

∆ (tq,i ) . (5)

It is also possible to optimize QAoI without full knowledge of

future query arrival times, as long as there is some information

on the statistics of the process: in our model, the query process

is represented by a finite Markov chain with a state space

Sq and a transition matrix Pq. The query process is then in

a (known) state at any time instant, and queries are generated

if the state is in a predetermined subset Q ⊆ Sq.

Relating this to the use case example, the Markov chain

represents the monitoring application: in the simplest case,

it requests the sensor reading to the ground station periodically,

but in general queries can have complex periodicities that

can be modeled by a Markovian process. In most of the

simple cases, we have |Q| = 1, and the interval between two

consecutive queries is Independent and Identically Distributed

(IID). We can then rewrite the long-term QAoI in the more

Authorized licensed use limited to: Aalborg Universitetsbibliotek. Downloaded on May 24,2022 at 13:02:10 UTC from IEEE Xplore.  Restrictions apply.  
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TABLE I

NOTATION DEFINITIONS

EAoI, and it leads to a highly different optimization, which

will prioritize users with a less active request process.

III. SYSTEM MODEL

We now define a simple system model and consider the

QAoI metric. The notation in the following sections is sum-

marized in Table I.

We consider a time-slotted system indexed by t = 1, 2, . . .,

and denote the time instants at which updates are successfully

delivered to the edge node as tu,1, tu,2, . . .. The source can

be sampled at any time, and fresh information is always

available, a condition known as zero-wait sampling. Following

the common definition of AoI considered in the literature,

e.g. [6], [13] we denote the AoI in time slot t by ∆ (t), and

define it as the difference between t and the time at which the

last successfully received packet was generated:

∆ (t) = t − max
i :t u , i ≤ t

tu,i . (1)

We will assume that tu,1 = 0 so that ∆ (t) is well defined.

An alternative, but equivalent definition can be obtained by

defining the time-varying variable ut that takes the value 1 if

a new update is received at the edge node in time slot t , and

0 otherwise:

∆ (t) =
∆ (t − 1) + 1 if ut = 0

1 if ut = 1
(2)

where ∆ (0) = 0. This definition of AoI, as given in [6],

considers the freshness of information at any given point in

time. The long-term expected AoI ∆ ∞ is given by:

∆ ∞ = lim sup
T →∞

1

T
E

T

t = 1

∆ (t) . (3)

This formulation does not include any weighting, assuming

that all time steps are equally important. This is reasonable if

the monitoring system is either continuous or much faster than

the update generating process and communication system, i.e.,

can be considered as essentially continuous. However, this is

only one possibility in real monitoring and control systems:

discrete-time systems involve queries in which the monitoring

process samples the available information. To capture such

applications, we introduce the QAoI metric, which samples

∆ (t) according to an arbitrary querying process, thereby

considering only the instants at which a query arrives. In this

case, we can consider long-term AoI as a special case of QAoI

in which queries arrive at every time instant.

Naturally, in order for an update to be received successfully

in slot t , we need to transmit it: the policy to transmit an

update is a function π : S → { 0, 1} , where S is a state space

and an update is transmitted if the policy outputs 1.

A. The QAoI Metric

If the query arrival process is known in advance, we denote

the query arrival times at the edge node by tq,1, tq,2, . . ..

We can then define the QAoI for the i -th query, denoted as

τ (i ) and given by:

τ (i ) = ∆ (tq,i ). (4)

The EAoI metric proposed in [2] shares many similarities

with QAoI, and indeed it also represents a pull-based sys-

tem; however, it deals with concurrent queries and updates

differently, allowing the server to wait until the update is

over to respond to the query, while our formulation is stricter

and enforces an order, with updates always arriving before

queries. We then define the overall objective as minimizing

the long-term expected QAoI, defined as

τ∞ = lim sup
T →∞

1

T
E

i :t q, i ≤ T

∆ (tq,i ) . (5)

It is also possible to optimize QAoI without full knowledge of

future query arrival times, as long as there is some information

on the statistics of the process: in our model, the query process

is represented by a finite Markov chain with a state space

Sq and a transition matrix Pq. The query process is then in

a (known) state at any time instant, and queries are generated

if the state is in a predetermined subset Q ⊆ Sq.

Relating this to the use case example, the Markov chain

represents the monitoring application: in the simplest case,

it requests the sensor reading to the ground station periodically,

but in general queries can have complex periodicities that

can be modeled by a Markovian process. In most of the

simple cases, we have |Q| = 1, and the interval between two

consecutive queries is Independent and Identically Distributed

(IID). We can then rewrite the long-term QAoI in the more

Authorized licensed use limited to: Aalborg Universitetsbibliotek. Downloaded on May 24,2022 at 13:02:10 UTC from IEEE Xplore.  Restrictions apply.  
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Query Arrival Process Aware (QAPA) vs. Permanent Query (PQ)

▪ periodic query arrival

Query Age of Information (QAoI)
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the edge node
estimates a nonlinear function
based on sensor readings

each sensor gets a 
noisy observation of a process

the BS estimates the state based on a Kalman filter
and tries to schedule the sensor that is believed to have the most 
meaningful information 

looking into the query content
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Scheduling of Sensor Transmissions Based on Value
of Information for Summary Statistics

Federico Chiariotti, Member, IEEE, Anders E. Kalør, Student Member, IEEE, Josefine Holm, Student

Member, IEEE, Beatriz Soret, Member, IEEE, and Petar Popovski, Fellow, IEEE

Abstract—The optimization of Value of Information (VoI) in
sensor networks integrates awareness of the measured process in
the communication system. However, most existing scheduling
algor ithms do not consider the specific needs of monitor ing
applications, but define VoI as a gener ic Mean Square Error
(MSE) of the whole system state regardless of the relevance
of individual components. In this work, we consider different
summary statistics, i.e., different functions of the state, which
can represent the useful information for a monitor ing process,
par ticular ly in safety and industr ial applications. We propose
policies that minimize the estimation error for different summary
statistics, showing significant gains by simulation.

Index Terms—Internet of Things, Wireless Sensor Networks,
Value of Information, Scheduling policies

I . INTRODUCTION

Over the past few years, the unprecedented development of

the Internet of Things (IoT) has made the remote estimation of

stochastic processes a central problem in communications and

automation [1], where a set of sensors transmit observations

to a central Base Station (BS). The possibility to process

sensor data either at the BS or in a distributed fashion through

in-network processing [2] has led the research community

to focus extensively on the scheduling of sensor updates in

severely resource-constrained wireless network environments.

For a wide range of remote estimation problems, the fresh-

ness of the observations at the BS is a good proxy for the

estimation quality. This promotes Age of Information (AoI) [3]

as a measure of the time that has passed since the last

update from a given sensor. However, if the destination has a

model of the observed processes, it is often better to directly

minimize the uncertainty of the process estimates instead of

the AoI [4]. The problem of scheduling IoT sensors with this

goal has been considered for several different policies [5], [6],

whose objective is to minimize the Mean Square Error (MSE)

of a Kalman filter, considering communication constraints.

More recently, the problem of minimizing the MSE of the

process estimates has been referred to as Value of Information

(VoI) [4]. A recent work [7] tries to maximize the accuracy

of a more complex unscented filter, aiming at optimal sensor

selection for maneuvering tasks, and VoI can also be used for

data muling applications in underwater or drone networks [8].

Another interesting twist to this is the application of VoI

concepts not over time, but in space, placing sensors in the

This work hasbeen in part supported by theDanish Council for Independent
Research, Grant Nr. 8022-00284B (SEMIOTIC). F. Chiariotti, A. E. Kalør, J.
Holm and P. Popovski arewith theDepartment of Electronic Systems, Aalborg
University, Denmark (email: { fchi, aek, jho, petarp} @es.aau.dk). B. Soret is
with the Telecommunication Research Institute (TELMA) , Universidad de
Malaga, Spain (email: bsoret@ic.uma.es).

Edge node estimator Remote server

Sensors

Queries

Fig. 1: Representation of the scenario.

positions that will result in the highest overall accuracy for

the estimation of a spatial process [9].

However, there are cases where minimizing the MSE is

not be the best thing to do: for example, if the application

needs to compute a non-linear function of the state, such as

the maximum value among all sensors. While minimizing the

MSE implicitly gives equal value to all sensors, some might

have a larger weight in the non-linear function (e.g., sensors

with a higher value for the maximum function). Examples

in industrial settings include: (1) triggering a safety warning

if the temperature of any of the components in a machine

reaches a safety limit, (2) monitoring if the difference in the

strain on different parts of a structure is outside the design

parameters. Such ascenario is represented in Fig. 1: the remote

server sends queries to the BS, which correspond to the non-

linear function, and the BS needs to schedule transmission

so as to maximize the accuracy. This setup was also used in

our previous work [10]. The scheduling in this scenario is

driven by the BS, which selects the sensor that it believes

to have the most useful information at each time slot; the

opposite scenario, in which sensors themselves decide whether

to transmit or not, is an interesting but different problem, as

it requires sensors to maintain an estimate of the system state

and a decision algorithm, which consume energy, as well as to

coordinate among themselves to avoid collisions. Our scenario

is directly applicable to wake-up radio [11], [12] and similar

schemes with low-power sensors.

We propose heuristic strategies to schedule sensor updates

in a linear dynamic system, which explicitly aim to minimize

the error of various summary statistics. We derive the one-

step optimal strategies for some well-known function, and

give a general Monte Carlo-based algorithm that can deal

with different query functions. The simulations show that the

proposed strategies can significantly reduce the error on a

number of summary statistics, with more significant gains in

case of highly non-linear summary statistics.

The rest of this letter is organized as follows. The system

model is presented in Sec. II, and one-step policies for various

F. Chiariotti, A. E. Kalør, J. Holm, B. Soret and P. Popovski, "Scheduling of Sensor Transmissions Based on Value of Information for 

Summary Statistics," in IEEE Networking Letters, vol. 4, no. 2, pp. 92-96, June 2022.
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instead of miminizing the MSE of 
calculate the summary statistics

statistics-aware Monte Carlo scheduling

▪ the server runs a Monte Carlo simulation 
on the potentially scheduled sensors

▪ takes into account the communication failures

looking into the query content

39

F. Chiariotti, A. E. Kalør, J. Holm, B. Soret and P. Popovski, "Scheduling of Sensor Transmissions Based on Value of Information for 

Summary Statistics," in IEEE Networking Letters, vol. 4, no. 2, pp. 92-96, June 2022.
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looking into the query content
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F. Chiariotti, A. E. Kalør, J. Holm, B. Soret and P. Popovski, "Scheduling of Sensor Transmissions Based on Value of Information for 

Summary Statistics," in IEEE Networking Letters, vol. 4, no. 2, pp. 92-96, June 2022.
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different clients may be interested 
in different queries

▪ a query is a specific function of 
the sensor states

▪ queries arrive at different times

how to collect data to be able 
to respond to all queries in a 
satisfactory manner?

generalizing to multiple queries
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J. Holm, F. Chiariotti, A. E. Kalør, B. Soret, T. B. Pedersen and P. Popovski, "Goal-Oriented Scheduling in Sensor Networks With 

Application Timing Awareness," in IEEE Transactions on Communications, vol. 71, no. 8, pp. 4513-4527, Aug. 2023, doi: 
10.1109/TCOMM.2023.3282256.



pragmatic sensor scheduling

42Dependable6G Summer School @ KTH, Stockholm, September 9, 2025

J. Holm, F. Chiariotti, A. E. Kalør, B. Soret, T. B. Pedersen and P. Popovski, "Goal-Oriented Scheduling in Sensor Networks With 

Application Timing Awareness," in IEEE Transactions on Communications, vol. 71, no. 8, pp. 4513-4527, Aug. 2023, doi: 
10.1109/TCOMM.2023.3282256.



problem defined as a POMDP

▪ at each time slot decide from which sensor to 
pull information

▪ solved by reinforcement learning

▪ results for M=20 sensors 

▪ C=2 clients

▪ client 1 asks for count query

▪ client 2 asks for max query

pragmatic sensor scheduling
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J. Holm, F. Chiariotti, A. E. Kalør, B. Soret, T. B. Pedersen and P. Popovski, "Goal-Oriented Scheduling in Sensor Networks With 

Application Timing Awareness," in IEEE Transactions on Communications, vol. 71, no. 8, pp. 4513-4527, Aug. 2023, doi: 
10.1109/TCOMM.2023.3282256.



pragmatic sensor scheduling
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outline

time and intelligence

towards 6G
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modeling latency

physical vs. digital time, 

causality, and simultaneity

beyond latency



AI-driven wireless of sensors and actuators
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how to run the digital twin updated in real time?

▪ push communication by nodes that transmit at their own will

▪ pull communication per BS scheduling

digital twin physical system



push-pull coexistence over a shared wireless medium
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■ in classical networks, 
push and pull distinction given by 
certainty of data collection timing

■ in AI-driven networks, 
push and pull distinction depends 
on the knowledge about the data 
availability (meaning and value)

timing

data 

availability
unaware
classical 

comm theory

aware

AI driven

unknown

push

known

pull

random 

access

scheduling

strategic 

push

strategic 

pull

extreme prediction: 

communication 
“faster” than light



some options for MAC design
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Contention-free pull and contention-push (CFC-pull/push)

■ pull unicast scheduling: 
retrieve data from specific devices at specific times 

■ push contention: 
devices transmit locally relevant data by contention

Reserved pull-contention and 
shared pull-push contention (RCSC-pull/push)

■ pull content-based scheduling: 
semantic query pulls data from unknown set of 
relevant devices

■ pull–push contention: 
devices transmit locally relevant data by 
contending for the channel with all the devices

challenge

managing the available resources to maximizes the 

goal-oriented utility for both traffic



performance tradeoffs

49Dependable6G Summer School @ KTH, Stockholm, September 9, 2025

Contention-free pull and contention-push (CFC-pull/push) Reserved pull-contention and 
shared pull-push contention (RCSC-pull/push)



Age of Incorrect Information (AoII)
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anomaly reporting is suitable for push-based communication: 

▪ if anomalies are rare, being proactive is good and 

round robin-like methods can be highly suboptimal

F. Chiariotti, A. Munari, L. Badia, and P. Popovski, "Distributed Optimization 

of Age of Incorrect Information with Dynamic Epistemic Logic", in Proc. 
IEEE INFOCOM, London, UK, May 2025. 



exploiting common knowledge
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acknowledgments represent public announcements:

▪ ACK: someone transmitted successfully

▪ NACK: someone had something to transmit, but the transmission failed

silence: no one decided to transmit

design a protocol based on 

▪ common knowledge (public information)

▪ private knowledge (sensor state and local AoII)

▪ inferred AoII of the other nodes

F. Chiariotti, A. Munari, L. Badia, and P. Popovski, "Distributed Optimization 

of Age of Incorrect Information with Dynamic Epistemic Logic", in Proc. 
IEEE INFOCOM, London, UK, May 2025. 



DELTA protocol
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Dynamic Epistemic Logic for Tracking Anomalies (DELTA)

1. Zero Wait: everything is fine

2. Collision Resolution: we need the collided nodes to transmit

3. Collision Exit: we need to make sure no collided nodes are left

4. Belief Threshold: we need to figure out a way to reduce the backlog

F. Chiariotti, A. Munari, L. Badia, and P. Popovski, "Distributed Optimization 

of Age of Incorrect Information with Dynamic Epistemic Logic", in Proc. 
IEEE INFOCOM, London, UK, May 2025. 



AoII threshold Θmax violation 
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DELTA significantly outperforms ALOHA-

like random access protocols and 

round robin-like scheduled schemes

deals with a relatively high load 

(up to 50%) with 20 nodes

F. Chiariotti, A. Munari, L. Badia, and P. Popovski, "Distributed Optimization 

of Age of Incorrect Information with Dynamic Epistemic Logic", in Proc. 
IEEE INFOCOM, London, UK, May 2025. 
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latency and generative AI

54

traditional communication systems:

▪ destination needs a packet replica

▪ maximum sending rate given by min-cut of network

▪ caching can help but all data is still transmitted 

communication systems with generative AI:

▪ prompts help alleviate congestion in weak links

▪ destination receives approximations of data

M. Thorsager, I. Leyva-Mayorga, B. Soret, and P. Popovski, "Generative Network Layer for Communication Systems with Artificial 

Intelligence", in IEEE Networking Letters, accepted, 2024.

if it can be predicted, 
does not need to be communicated



outline

time and intelligence

towards 6G
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modeling latency

physical vs. digital time, 

causality, and simultaneity

beyond latency



time in fused physical-digital world
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acoustic 

signal

data 

communication
radar sensing

B

S

R

Z

time

time

physical

process

B

timeR

digital and physical time 

get intertwined

chronology depends on the 

observer and data processing
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physical vs. digital time

physical time and its relativity 
A. Einstein, “On the electrodynamics of moving bodies,” 
Annalen der Physik, vol. 17, no. 10, pp. 891–921, 1905.

digital time in computer systems
L. Lamport, “Time, clocks, and the ordering of events 
in a distributed system,” Commun. ACM, vol. 21, 
no. 7, pp. 558–565, Jul. 1978.
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time and information processing
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light cones and causality 

with the effects of 

information processing 

light cones and causality 

in special relativity 

with instantaneous 

information processing 



▪ auditory and visual stimuli arrive at different speeds

▪ the brain plays them out after synhronizing their outputs

▪ now is defined by this processing outcome

▪ simultaneity determined by 
what was evolutionary important

how do we make sense of a spacetime?

P. Popovski, F. Chiariotti, K. Huang, A. E. Kalør, M. Kountouris, N. Pappas, and B. Soret, “A 

Perspective on Time towards Wireless 6G,” in Proceedings of the IEEE, vol. 110, no. 8, pp. 1116-

1146, Aug. 2022

59Dependable6G Summer School @ KTH, Stockholm, September 9, 2025



towards perceptive mobile networks
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L. Xie, S. Song, Y. C. Eldar, and K. B. 

Letaief, “Collaborative sensing in 

perceptive mobile networks: 

Opportunities and challenges,” IEEE 

Wireless Commun., vol. 30, no. 1, pp. 
16–23, Feb. 2023. 



inspired by multisensory perception

temporal window of integration (TWI) 1/2
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temporal window of integration (TWI) 2/2

62Dependable6G Summer School @ KTH, Stockholm, September 9, 2025

integrated processtimeintegrated process B 

communication datatime

time

digital process A 

digital process B 

TA
TB

synchronous sensor
time

time

physical process

Ts Ts

sensing process

temporal integration 

window

W

time with temporal window of integration 



causality violation: physical causes digital
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physical

process time

time

device A

Ts

time

device B

time

synchronous TWIs

W

acoustic

propagation

radio 

propagation



causality violation: physical causes digital
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physical

process time

time

device A

Ts

time

device B

time

synchronous 

TWIs
W

how to choose the window size W?

if device A uses prediction and/or generative AI, 

then 𝜏𝑎,min can be negative.

larger TWI leads to lower probability of causality violation, 

but it also decreases the event throughput.   

we have seen similar dimensioning for 

guard interval in OFDM.



base stations as the guardians 
of the intertwined physical and digital time 

▪ setting multi-input constraints for real-time applications
▪ orchestrated timing performance of communication and sensing

▪ temporal forensics
▪ certifying the order of events in the wake of powerful AI, 

preventing manipulation of causality and chronology

timestamping in future base stations 
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setting the latency/timing requirements for a service

▪ the application choses a temporal window
based on the goal-oriented fusion/inference process

▪ fundamental tradeoff latency-energy-accuracy

▪ timestamp the inputs for inference further in the network

multiuser systems
▪ redefine resource allocation 

based on heterogeneous 
temporal windows

▪ allocate sensing resources 
for correct timestamping

what’s in for the base stations?

66Dependable6G Summer School @ KTH, Stockholm, September 9, 2025

time

sensing symbol communication symbol

time

synchronous 
TWIs

W

slot



intelligence for causality and simultaneity
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▪ brain uses deeply rooted knowledge to compensate for external factors

▪ causal inference at edge-cloud

▪ brain might be flexible and change its temporal window

▪ applications with varying levels of criticality

▪ brain actively shift the time to compensate for gaps

▪ use generative AI to replace data that has not arrived

J. Vroomen and M. Keetels, “Perception of intersensory synchrony: A tutorial review,” 

Attent. Percept. Psychophys., vol. 72, no. 4, pp. 871–884, 2010. 



AI and time 
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▪ 6G: on a route beyond communications
▪ fusion of physical and digital

▪ increased role of intelligence

▪ timing performance depends on multiple components

▪ latency just an instance of more general timing measures

▪ interplay with intelligence

▪ intertwining of physical and digital time, 
flow of time depends on information processing

▪ base stations will need to act as trustworthy multisensory perceptors

▪ temporal integration window for controlling timestamping, 
as well as (non)violation of causality and simultaneity

conclusion and outlook
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CENTER OF EXCELLENCE

CLASSICAL COMMUNICATION IN THE QUANTUM ERA
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